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After some general discussion of the modulation transfer function (MTF), the MTF is examin
ed and compared to experimental data for several charge-coupled-devices. These devices 
include the delay line, imager, and transversal filter. Because of the possible signifi
cance to reducing output circuitry noise in CCD's, the transfer function and noise
generating fluctuations in the transfer function for double sampling is examined. It is 
shown that if the sampling pulse widths have appreciable fluctuation, the double sampling 
technique can lead to an increase rather than a decrease in device noise. The concept and 

_predicted performance for the motion-compensation CCD imager is presented. This device 
has a larger MTF and better optical sensitivity than camera mode devices of com:parable 
dimensions. It is observed that a few transfer functions can partially characterize 
several devices. 

This paper derives the modulation transfer 
function (MTF) for the charge-coupled
device ('cCD) after some general discussion 
of the function. The MTF for specific 
devices being built in our laboratory is 
then examined. These devices include the 
delay line, multiplexer, imager, and trans
versal filter. 

The modulation transfer function (MTF) is 
the ratio of device output to input in a 
particular observation domain. In the 
frequency domain (which will be used in 

. the following), the MTF relates the ampli
tude and phase of a sinusoidal output to 
the corresponding sinusoidal input signal. 
The argument gives the phase shift and the 
modulus gives the attenuation. Generally 
the normalization used is unity amplitude 
and zero argument at zero fre'}uency. In 
the ca"e of a linear system, the ;.lTF is 
simply the Fourier transform of the impulse 
response function. If o(t) is the response 
of the linear system to input i ( t) , the 
MI'F is given by equation 2, where upper 
case symbols indicate frequency domain 
representation of ~Jnctions. 

o(t) = fh(t - t~) i(t~) dt~ 

NTF = O(w)/I(w) = H(w) = 
!h(t-t~)eiw(t-t~)d(t-t~) 

(l) 

(2) 

In the case of a sampled data system such 
as a CCD, a single input frequency gives 
rise to several output frequencies. These 
additional signals are multiples and side
bands of all of the multiples of the 
sampling frequency. Because the additional 
output signals represent no additional 
information, the l~F is calculated using 
the component of the output having the 
same frequency as the input. This defini
tion is tenable in the case of narrow-band 
signals; that is, signals with bandwidth 
less than the Nyquist frequency. In the 
case of wide-band signals, the sidebands 
of harmonics of the sa~pling frequency 
(fold-over signals) give rise to distor
tion. This distortion in the case of 
wide-band signals must be considered in 
addition to the device frequency-dependent 
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response. This can be an !mportant con
sideration in the case of an optical input 
where the input signal c~~not always con
veniently be bandwidth-limited. H~rreonics 
of the input signal frequency will be 
generated by nonlinearities in the device 
characteristics (viz., nonlinear transfer 
efficiency and a signal dependent input 
capacitance) • 

The device will be descri~ed by tr~~sfer 
efficiency per bit or cell (a) and the 
length in bits (M). The transfer effici
ency at space-time point (x,t) is given by 
the ratio of the differences in cell charge 
population after and before charge trans
fer.1•2 

a(x,t) = d~ut(x,t) 
dqin (x, t-1) 

(3) 

The transfer inefficiency (s) will be 
define<l by the charge which fails to trans
fer successfully during one transfer period. 

__ dqremainin~(x,t) 
E:(x,t) -dq. (x, t-1 

l.n 
(4) 

In the analysis to follow the small-signal 
limit is taken where transfer inefficiency 
is given by a constant vrhich is independent 
of signal amplitude. This model has been 
previously considered by several others. 3 ,~ 
Because a fixed fraction of charge in a 
cell is not transferred during one tr~~sfer 
period, the .charge in cell x at time t 
depends on all the charges vhich entered 
the device at earlier ti:nes ( t"' <t) and. have 
;ropagated through cell x. If q (x"', t"') is 
the charge iutroduced into cell ~ ... of an 
M-bi t CCD at ti:ne t ... , the charge in cell x 
at time t is given by the following. 

N t 

q(x,t) = L L T(x,~"' ,t,t"')q0 (x"' ,t"')(5) 

x"'=x t "'=<» 

where: 

(
t-t"' -o ) ... T(x x"' t t"')= ... x,:,l+l x-x 

' ' ' x-x -o a x,M+l 

X e;t-t"'+x"'-x (6) 
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(A) AI 
B Bl (A-B) I (7) 

(8) 

The Kronecker delta appears in the binomial 
coefficient because charge can reach the 
output of the device only by transfer and 
not nontransfer of charge. Note that the 
transfer matrix (T) contains the spatial 
and temporal causal relations for charge 
appearance in a cell. 

DELAY LINE 

Data is introduced into one end of the 
delay line and extracted from the other. 
The magnitude of the f4TF is reduced by 
transfer inefficiency, the size of the 
d~t~ sampling interva~ during input, and 
f1.n1.te operating frequency. 

The current appearing at the device output 
at time t is the result of integrating an 
input signal current at an earlier time, 
propagating the resulting charge down the 
CCD and converting the charge into a 
representative output current via some 
output circuitry (typically a source 
follover fet). If the outpu"':; current 
waveform is w(t) and the input C'.lrrent is 
i 0 { t) , the output current or" an M-bi t 
delay line with delay t:i.me M times -r is: 

t-M t"'+oT 
i(t) :: vr(t) "\:""' ( "') J RC ~ T M,O,t,t 

X i (t")dt" 
0 

t"' 

The data sampling interval is o-r. The 
output waveforre has been normalized by 
including the output capacitance C and 

(9) 

the load impedance R. If a cosinu~oidal 
input with frequency w is considered the 
?ourier tr~~sform of tRe output curre~t is 

I(w) 

T 

limit 1/T ~ i(t) eiwtdt 
T+co 

(10) 



,... 

I(w) =l ~ o(w±w - ~) X LJ 0 · T 

p=-"" 

(11.) 

where: 

W(w) = Fourier co~ponent of output wave
form 

= ~ JT w(t) eiwtdt; 

0 

(12) 

T(w0 )= discrete ~ourier transform of trans-
fer :matrix 

· iw0(t-t') (10 

= L: T(t-t~ )e (13) 

t-t~=M 

[l + 4c,in2 (:~/2)]-M/2 e-iMl/1 (14) 

-2ME 2( I ) 2 sin w-r 2 
-iMljJ (15) ex - e e 

1jJ= tan -l(~sinw'r ) (16) 
--scoswT 

Note that the spectrum consists of all of 
the harmonics of the transfer frequency and 
the concommi tant sidebands. The spectral 
weight in the sidebands is predominantly 
due to the input waveform at frequencies 
below the Nyquist frequency and the output 

. waveform for frequencies above the 
Nyquist frequency. The MTF is given by 
the spectral conponent of the Fourier 
transform having the same frequency as 
the input frequency. If for s~plicity 
a sample-and-hold output circuit is 
considered, the MTF is: 

M(w) = sinurr /2 sinwo'r /2 
WT/2 w6-c/2 

X 

iw0 (o'r/2-T/2-MT) iMljJ 
e e (17) 

The MTF decreases approximately exponen
tially with both device length in bits 
(M) and transfer inefficiency (s). Note 
that transfer inefficiency has the ~r.axi
mum effect at the Nyquist frequency. 
The permissible values of. device length & 
trans~er inef~iciency c~~ be determined 
using equation (17) and the system 
requirements for a.c. gain (j}ITFj) and 
phase shift. Figure l contains experi
mental measurements of the a.c. gain of 
a sixty-four bit shift register operating 
at twenty-five kilohertz. The solid line 
is the theoretical prediction using 
equation (17) and the crosses are experi
mental points. 

DOUBLE SAMPLING 

Ubiquitous 1/f noise, reset circuit noise, 
and other types of low frequency noise 
generated in the output circuitry can be 
removed using the technique of double 
sampling. Because of the possible sig
nificance to CCD's, the transfer function 
is described in the following paragraphs. 
In the double sampling technique, the 
output circuit signal measured prior to 
the integration of the CCD charge pulse 
is subtracted from the output circuit 
signal after integration of the CCD charge 
pulse. A small time spacing (t0 ) between 
the two samples can cause large diminu
tion of lovr-frequency noise. A.'1. uncert
ainty in the pulse widths (T ) employed 
in double sampling will ~pl~ a corres-

209 



pending uncertainty in the transfer func
tion and the sampled signal amplitudes. 
This ncise introduced by imperfect double 
samrling can in some cases be greater 
than the noise reduction. If a single 
frequency (w) ccmponent of noise ~~th 
amplitude A is examined, the output signal 
and transfer function are given by the 
following; 

I(w) 
iw(t+to) iwt 

AT[e -e ] (18) 

i(wt+wt0/2+n/2) 
ATe 2sin(wt0/2) (19) 

(20) 

If there is a fluctuation in the width of 
the sampling pulses, the mean square noise 
voltage referred to the output FET gate is 
given by 

\-There: 

(21) 

mean square fluctuation in width of 
sampling pulse; 

me~~ square amplitude of output 
circuit noise voltage; 

first sample voltage; 

v2 = second sample voltage. 

'rhe first term of equation ( 21) arises 
from fluctuation of sampling pulse inter
val. The second term is the diminished 
output circuit noise and the final term is 
the noise arriving with the CCD charge 
packet. The first term can predominate 
in some cases because in the first term 
the rms noise-equivalent-charge is propor
tional to the number of signal charges and 

2\0 

not the square root of the number of 
charges as is usually the case (term 3). 
The following is an example of poor 
double sampling. 

CCD SIGNAL PARAMETERS 

qfat = 20,000 carriers zero 

qsignal 

1 
2 2 

<oq > CCD 

1 

<o,2> 2 
output 

circuit 
1 

<o,2> 2 
__J_ 

l 
p 

500 carriers 

200 carriers. 

= 200 carriers 

0.02 

case 1 - NO DOUBLE SAMPLING 

s 
N"=L77 

case 2 - DOUBLE SAMPLING 

s N" = 1.1 

TRANSVERSAL FILTER 

In systems applications where low-level 
signals with large noise content are 
periodically generated, the signal-to
noise ratio can be improved by using a 
transversal filter with unit tap weights. 
Because of the application one might call 
the device a delay-and-add correlator. 
The transversal filter to be described is 
a CCD delay line with N inputs and n 
delay elements (bits) between input taps. 
The total device length is then n times N. 
The signal is time-sequentially applied 
to consecutive input taps. If the noise 
in different inputs is uncorrelated and 
the device has unity MTF, the signal 
emerging from the device will have a 
signal-to-noise improvement of I:N. The 
MTF of this filter is reduced by transfer 
inefficiency, finite data sampling inter-



vals, and timing-errors at the N inputs. 
In the following, the timing-error is exp
r~ssed by a phase shift o (between the 
signal propagating in the CCD and the input
tap signal) which occurs between consecutive 
inputs. The MI'F is found by Fourier trans
forming the output signal resulting from a 
sinusoidal input. 

M( ) _ iw(oT)/2 -(N+l)x/2 sinh Nx/2 X 
w . - e e N. sinhx/2 

where: 

sinwT/2 sinw(o<)/2 
WT/2 w(oT)/2 

2e:n X=--
0.2 

-1 (€:Sin WT ) 
~ = tan ~1-e:coswT 

o =phase error between inputs; 

(22) 

(23) 

(24) 

1 = charge transfer period (1/operating 
frequency); 

OT data~ampling interval (generally 
one phase of transfer period). 

Two instructive limits of this MI'F are: 

1. Phase shift limited (x is imaginary) 

2. 

M = ei(woT+{N+l)o)/2 sin(WOT/2) 
WOT/2 

sin(wT/2) 
WT/2 

sin(No/2) 
N sin(o/2) 

X 

(25) 

Transfer efficiency limited (x is real) 

M = ei(woT-(N+l)~)/2 

sinwT/2 
WT/2 

sinWOT/2 
WOT/2 X 

2 2 sinh(nNe:sin (wT/2)/a 
Nsinh(ne:sin2(wT/2)(a2 {26) 

Case (1) shows the effect of errors in 
pulse timing and CCD operating frequency 
while Case (2) shows the effect of charge 
transfer inefficiency. Given the magni
tudes of transfer inefficiency and timing
errors, the number of stages of filtering 
which maximizes the signal-to-noise ratio 
can be found. For comparison, the impulse 
gain for zero timing-error is: 

-Nne:/2«2 sinh(Nne:/2a2 ) 
e ·. Nsinh(ne:/2a2) {27) 

nlAGER 

A CCD can be used as an imager in a 
number of modes (i.e., frame transfer, 
line transfer, shuttered, unshuttered, 
interlaced, or non-interlaced). The 
construction of a number of these imagers 
has been reported in the literature. 5=9 

In the following paragraphs, the MTF is 
examined for a one and a.two-dimensional 
CCD imager. In addition, a new mode of 
operation is discussed. This new mode 10 

{motion compensation) synchronizes the 
optical image motion and the CCD charge 
velocity. The synchronization allows the 
integration of a moving optical signal 
for a much longer period of time than the 
camera mode of operation and consequently 
greatly increases the optical sensitivity. 

The CCD output lacks stationarity (invar
iance of image with respect to object 
motion) and as a result the MTF is not a 
local function of optical-object and 
electrical-image coordinates. This is the 
case because the distortion of a particu
lar picture element depends upon the 
location of the imaging cell; the distor
tion becomes more severe as the imaging 
cell moves farther from the output end of 
the CCD. This difficulty might be resol
ved by specifying in the MI'F the cell 
number of charge origin in addition to the 
spatial frequency of the optical input. 
Alternatively, because the signal is 
further degraded with each transfer, the 
worst case is considered by taking the 
cell number as the number of cells in the 
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CCD channel. The second suggestion will be 
used here. 

The MTF for the charge-coupled-imaging
device is the product of functions account
ing for the signal degra<ls:'.;ion due to thin 
film surface layer diffraction and refrac
tion, diffusion of photogenerated carriers 
in the semiconductor bulk, carrier transit 
to and in the inversion layer, image motion, 
finite cell size, and transfer inefficiency 
in the readout process. 

The surface layers affect quantum effici
ency via transmissivity and absorption and 
MTF by near field diffraction of light by 
the gate lines and for non-zero incident 
light angles, multiple reflections in the 
surface thin film layers. 

As an example of the effects of loss of MTF 
due to thin film multiple reflections, the 
optical point spread function of a single 
layer is given in a geometrical optics 
approximation 

-ajx-x I p(x-x ) = ae 0 
0 

(28) 

where: 

a= decay constant of point spread function 

m (n:+n2)(n2+n3) 

(nl-n2)(n2-n3) 
(29) 

8= angle between light ray and the normal 
·to the thin-film layer; 

n= index of refraction of medium i; 
~ 

t1= layer thickness. 

As a crude approximation, the above formula 
is used to calculate the thin film contri
bution to the MTF [M (k)]. 

0 

1 -itan-~/a 
e (30) 
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The spatial frequency (k) is the recipro
cal of the wavelength of the optical image. 
As a numerical example, the following 
constants are assumed: 

e = 35° 

k = .1].1 

:: 5 

-1 . 
The implied decay constant ais 3.5].1 and 
the MTF is .66. 

If the optical absorption length is com
parable to or larger th~~ the width of the 
depletion region, a considerable number of 
signal carriers will be generated in the 
semiconductor bulk. Because of the grad
ient in bulk minority carriers near the 
depletion region edge, the bulk photo
generated charge will diffuse to the 
surface and, as a result, improve the 
device quantum efficiency. However, in 
diffusing to the surface, charge also 
diffuses laterally, ru1d, therefore, reduces 
the MTF. It is straight forward to sho¥ 
that the degradation of MTF due to bulk 
photo-generated charge is given by: 

where: 

a = optical absorption coefficient; 

L = bulk diffusion length; 
d 

w = mean depletion width. 

(31) 

From the above equation, it is apparent 
that the MTF is reduced when two condi
tions are met: 



1. A large number of carriers are bulk 
photo-generated (aw<l), 

2. The wavelength of periodic input 
(divided by 2~) is less than both the 
diffusion length and absorption length 
( a<2rrk> 1/L d) • 

Both of these conditions are easily met in 
the near-infrared. The denominator of the 
above equation is the contribution to quan
tum efficiency due to recovery of bulk
generated charge. Note that, as would 
intuitively be expected, the quantum effic
iency remains very good until the absorp
tion length exceeds the diffUsion length 
(1./cx>Ld). 

The geometry of a line-array imager is 
shown in Figure 2. The cell length is L 
and the width is W • A fraction B of c 
the cell length iscphoto-sensitive. Making 
less than the total cell length photo
sensitive raises the Nyquist frequency 
and the resolution capability of the de
vice. The part of the cell length com
prising the fraction B can be periodi
cally varied for interlacing purposes. 

The CCD is imagined to integrate a 
slowly moving optical image for a short 
time oT. ~e optical flux will be given by 
J(x,t). The resulting charge is then 
transferred out of the device. The trans
fer process is described by transfer matrix 
Tn '• where n and n' are numbers labeling 
ce~hs. The signal charge at the output 
fet (cell M + 1) is then 

q(M + 1) = X 

We oT 

dx' J dy .. J dt'J(x' ,y' ,t')(32) 

0 0 

The quantum efficiency is giYen in the 
above equation by n. The MTF is fo~~d by 
the Fourier transform (now with respect to 
spatial variables). 

M(k) = M0 Md T(k) sin ( rrkvOT) 
~kvih X 

sin(7rSkLc) i;rSkL • 
;r8kL e c 

c 

where: 

v = optical image velocity; 

k = spatial frequency; 

T(k)= 

= 

discrete Fourier transform of 
transfer matrix 

4Esin27rkL -M/2 -iM$ 
1 + 2 e • 

ex 

(33) 

(34) 

The MTF obviously goes to zero for spatial 
frequencies twice the detector pitch and 
for integration times during which the 
image moves a spatial wavelength (1/k). 
The velocity (v) was assumed in the above 
to be in the channel direction and the 
spatial modulation was assumed to vary 
only in the channel direction (with no loss 
of generality). It should be pointed out 
that the sin(kx)/kx result is a well known 
result for a box type sensitivity function. 

In discussing a two-dimensional array it . . 
1s more meaningful to ma.."l\:e the spatial 
frequency a vector with direction given by 
the direction of maximum spatial modula
tion. Similarly, the optical image velo
city will be a vector. It should be noted 
that these equations neglect fold-over of 
the input frequencies about the sampling 
frequency. In the case of optical images 
containing spatial wavelengths comparable 
to the detector pitch, these fold-over 
frequency components can lead to severe 
distortion, 

The physics of the two-dimensional imaging 
array is almost identical to the line 
array case; however, the form of the MTF 
is more complicated because of the vector 
character of the variables. The result 
for charge transport in the x-direction is 

M(k) sin(7rk•Z 
7fk•Z 

0 

X 
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sin(nk·Z1 ) s5.~nk,z2 
nk·Z1 nk· z2 

where: 

z 

z ::: v OT; 
0 

Z1= 13Lc ~ 
,... 

Z2= Wcy ; 

-ik·Z. e 
(35) 

(37) 

(38) 

(39) 

In the laboratory in which the authors are 
employed, a new mode of CCD imager operation 
has been irrvesti§ated. In the motion com
pensation mode, 1 the optica~ image is 
moved along the CCD array jn synchronism 
with the channel charge, thus achieving a 
sl:utterless, highly sensitive sensor. The 
iwage impinging upr;n the CCD moves along the 
surface in a close approximation to the 
smooth image motion. In this way, the 
signal in one CCD cell can be built up over 
a ccnsiderable integration time without 
degrading the detector bandwidth or spatial 
frequency response. The enhancement in 
sensitivity is equal to the total integra
t'ion time di v:.ded by the single cell sample 
time (T). · 

Recognition that this device is a combina
tion of a t1vo-dimensional imaber and the· 
transversal filter previously described 
allows the l•ITF to be simply written d.mm. 
Equation ( 35) t·or t.h._, l-ITF of &'1 iillager can 
be t3.ken oYer direct] y vi th substitutions 
for the 3;nea.-circg time ( oT) and transfer 
ine:'ficien.:1y ':',learir~g T(kx). The time int
er-.ra2. during which motional s:·.earing o:" th':! 
ima~Se tal~es place is the time required for 
the image to move over one gate (one pl:Jase 
of m- phase operation) of the CCD. The 
image smearing during charge propagation 
described by T(kx) in the two-dimensional 
imager was caused by transfer inefficiency. 
Allowance must now be made for mis-synchron
ization or dephasing of image velocity (v) 
and mean charge velocity (v0 ). The mis
synchronization is expressed as a phase 
shift 1o) between electrical and optical 
signal~ in contiguous cells. The appropri
ate substitutions for the use cf equation 
(35) are: 
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1 
iny 

T(kx)_.._e_ 
, n [ 

n 2 4 n . 2 I ]2 (l~A ) + A Sln ne 2 

2 4 -2 I (1-A) + A sin 6 2 

where: 

~ 4E . 2 (~ ) A -c..= 1 + 2 Sln u + T 
CL 

e = tan -1 (sino fr sinT ) 

y 

COSO + ~COST 

-1 [-Ansinn6+Asin6 +. tan 
l-Ancosn6-Acos6+. 

n+l . · _ )6 ] A s1n~n-.L 

An+lcos(n-1)6 

(40) 

(41) 

(42) 

(43) 

(44) 

(45) 

(46) 

n = number of in-track (x-direction) cells 
in the CCD 

m = number of phases per CCD cell. 

It is physically apparent that the larger 
the number of phases, the larger the ~rrF 
will be becaus~ of less motional smearing. 
Using four phases, the above equation gives 
an ~F at the NyqQist freuqency which is 
97.5% of the ~F corresponding to an 
infinite n~~ber of phases (~ontinuous 
charge motion). It is often the case that 
velo~itv mis-synchronization is more irtp
ortant than transfer inefficiency, the 
substitution for the charge propagation 
smearing f\mction T{kx) then sim:pli fies to 

s5.n nol2 
nol2 (47) 

This simple expression gives the Q for 
velocity tuni~g of the ~otion compensating 



imager by adjustment of the drive freq
uency. 

FIGURE 1 
I • 

. e 
MTF 

.~ 

k/2k nyquist 

· MTF fo::- 64-Bit Delay Line. Upper curve E=.013. Lower curve E=,003. Solid 
Lines are theoretical predictions using the impulse to determine transfer 
inefficiency. 
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FIGURE 2 
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CCD Imager Device Geometr;r showing optical input superimposed on CCD transport 
channel. The direction of the spatial frequency vector is pe~endi~~ar to lines 
of constant phase. 
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SUMMARY 

The ~ITF has been derived for several CCD 
sp:r>lications. The ~F in these applica
tions has been vritten as a product of 
~~ctions, each accounting for an indepen
dent loss of modulation. All of the appli
cations shere some of the same sources of 
frequency-dependent signal diminution. 

As in any sampled data system, the ~F 
decreases as the signal freq~ncy approa
ches the Nyquist frequency. In addition, 
the ~F is reduced by a finite data
sampling ap~rture and transfer ineffici
ency. Tran;:.fer inefficiency was described 
by small-signal parameters a..."ld gave theor
etical results in concert wi~h experiment. 
Two algebraic forms describing transfer 
inefficiency,sufficed for the applications 
considered. One form described the propa
gation of one signal down the entire 
device; the other form described an input 
signal which is periodically added to the 
channel signal at successive spatial points 
(using an i:lput tap or an optical input). 
Transfer inefficiency was seen to have a 
maximum detrimental effect at the Nyquist 
frequency and no effect at zero frequency 
( vrhere the ~F is unity) , and at the samp
ling frequency (where the ~F is zero). 
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