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Abstract— This work analyzes and compares performances of
a burstmode high frame rate imager architecture TOP WAFER
implementation respectively in a 2D (monolithic) ad a high-
density interconnect 3D stacked technology (based on the
Tezzaron Cu-Cu bonding), both based on a 130nm CMOS
process. This analysis makes use of a state-of-atchitecture of
burst mode very high frame rate imager and the goodorrelation
between simulations and measurements of parasiticleenents
induced by wafer stacking obtained from a previousdesign —_—
performed by ISAE. An electrical model is developedor each 2000kv| 30 |1 816 Tor 114 mm) 4 0002
implementation leading to simulations. The 3D techology a) Cross-section
implementation demonstrates a clear benefit in term of frame
rate increase due to a decrease of the pixel busath and a
limitation of the power consumption.

Index Terms—CMOS Image sensors, 3D stacked technology,
burst mode, high frame rate imager, frame rate.

|. INTRODUCTION

For the past several years, it has been expectad 3D
integration technologies will have a wide use foimerous b) Picture

i At ; ; ; ity is feep Fig. 1: From [3] : This 1282 CMOS image sensor withObit in-pixel ADC
a[;)]pllcatlor}sh.\l\llﬁeclj’e h.lgh. integration denlfltyl IS. ! [4]. and a 3T photodiode backside illuminated is martufad with a 3D-Wafer-
The use of high-density interconné technologies appears level technology. a) MEB cross-section of the 3@rked sensor with

especially attractive when pixel requires dedicatesburces bondpoint connection (Cu-Cu) and b) image grabbed.

for readout such optically and electrically shielde-pixel  the implementation described in [3].The analyzethiaecture
storage node as in [2] and/or specific pixel lepedcessing s pased on a state-of-art architecture of burstencry high

(CDS, thresholding,...). _ _ S frame rate imager proposed by Tochigi [5] at ISSC.
It allows both topological constraints (fill-factbmitation) to
be relaxed leading to enhanced electro-opticaloperdinces Il. 2DARCHITECTUREMODELLING AND ANALYSIS

and the use of much reduced operating frequencel pixrhis architecture, shown in Fig. 2, is composedaopixel

circuits. As an example, an array of 10bit in-pi¥dDC (1 _array (H400xV256), an analog memory array and aaea

bondpoint per pixel) was implemented in  high-densit e it with 40 outputs split between the top ahe bottom of
interconnect 3D-stacked technology [3] (Tezzaron Cu-Cupe circuit.

bonding of CMOS 130 nm wafers) as illustrated ig.Hi by o oaralitecourmn seloction o= et .
the cross-section of the circuit and the obtainietupe. This cireuitsand odtput cirults /
3D technology allows high-density interconnectshwat bond ,
point size of 3.4pum and a minimum pitch of 5um. /
However the adoption, along the past years, of 2kBide- e 1]
llluminated (BSI) technologies for imaging redutles benefit /
of the high-density interconnec8® integration by providing
an increased optical aperture. Nevertheless, &laltr
constraints issues from applications using a lasgaount of .
in-pixel resources , such as burst- mode very ffigime rate H
imagers  [4]-[5] requiring a large amount of memory i
resources, cannot be solved only with BSI techriekg

In this work, we analyze and compare performandédsucst-

mode high frame rate imager architecture implemntims

respectively in a 2D (monolithic) and a high-depsit L | \:\

interconnects3D stacked technology, both based on same 20Paralels column selection - i e HS-
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130nm CMOS process. For the 3D case, it makes ugeeo Fig. 2 : High frame rate CIS state of art architeetallowing burst mode from

good .(?Orrelation b?tween simulations anfj measum Tochigi [5] showing the global organization and twumn readout circuit
parasitic elements induced by wafer stacking inbth from architecture.



Each pixel is associated with 128 analog memorilesving

the burst acquisition mode. To sustain a high fraate, only
a few pixels (4) share their output circuits legdin multiple
parallel pixel outputs bus (column bus).The pixebrking in
global shutter mode with a 32um pitch in case ¢bfsists of
a pinned photodiode associated with a CDS circod an
output pixel buffer circuit. This architecture, ifemented in
the 2D 130 nm technology, leads to the model degict Fig.
3 where the time requested to store a completeefraurthe
burst mode is given by equation (1).
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Fig. 3: Output pixel signal path allowing memorgrisfer time calculation for
the architecture issued of [5] with a 2D CMOS tealbgy.

This time is directly the integration time (leadirig the
acquisition rate) and it is composed of the in-pp@cessing

Y
TMEMORY,TRANSFER = [E CCOL,PIXEL +4. CS,PIX:I 1
coL1

&)

AV2

Y
+ I:E CCOL_MEM +4.N. CS_MEM + CMEM 1
COL2

®)

1

Tsgy, = 3'Z-XZ-RSEL-CSEL

The in-pixel processing time is chosen to 40 ns [Hjis

model helps us to determine the impact of eachelashe
case of a 2D 130nm CMOS process.

Name Definition
CeoL_pix Pixel Column bus capacitance per unit of pixel pitch
Cs_pix Switch capacitance for pixel connection to column bus
CcoL mem Memory column bus capacitance per unit of memory pitch
Cs pix Switch capacitance for memory connection to column bus
Cnvem Memory capacitance
Y, X Pixel array row number, pixel array column number

N Memory number per pixel (number of frame memorized)
Voltage swing to transfer from pixel output to Ccor pix (AV1)

AV1,AV2 | and from memory buffer output to Ccor mem (AV2). Both
settled to 1V
Current required by buffers to transfer voltage drop from
o, leos pixel output to CcoLpix (lcou) and from memory buffer
! output to Ceor mem (lcor2) (worst case : slew rate limited [6]).
Both settled to 100pA
Rsel Selection row resistance per unit of pixel pitch
CseL Selection row capacitance per unit of pixel pitch

Table 1 : Parameter definitions for modelling andations (2) and (3)

Fig. 4 shows the resulting memory transfer time and select
time as a function of the pixel size, from 16un3gum and
the equivalent acquisition rate for memory storagbese
values are close to the Tochigi values without rojatations.
This model allowsis to identify the limiting phases. As can be
seen on the Fig. 4, the major contributor is themory
transfer time which depends largely on the column
capacitances (at pixel and memory levels).
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Fig. 4: Memory transfer time and selection timedation for pixel pitch
from 16pum to 32um and for a 2D 130nm CMOS proceset on extracted
data from [3] (for H400xV256 format)

time, the access £F) time which must be taken into account

as demonstrated in [6] and the memory transfer.time
Integration time = Acquisition rate SnlpixeL PROCESSING
- 1)

+ 4 X TseL + 4 X TuemMoRY_TRANSFEE

The memory transfer time and selection time, dejmgndn
the architecture features and the technology use=e,

3DARCHITECTUREMODELLING AND ANALYSIS: THE
BENEFITS

After an analysis concerning the partitioning oé ttifferent

in-pixel functions in the frame of the 3D integuoati

technology using high-density interconnects (3D-&vdével)

respectively shown in equations (2) and (3) withe thand taking into account the optimization of the iting

parameters defined in Table 1.

elements of the integration time, a new architectcan be



defined as depicted in Fig. 5. To ensure the basttipning

the photodiode and the in-pixel CDS circuit aretlie top
wafer and the memory bank is in the bottom wafett{e case
of two staked wafers). If a higher number of stofieaines is
needed or if the pixel pitch decreases, the nurnbstacked
wafers, containing memories, must be increased.
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Fig. 5: Organization of the pixel implemented ie 8D wafer level 130nm
CMOS process with the partitioning of pixel functioon two layers. A
bonpoint is needed to connect the two stacked wafer

This architecture allows a direct (single) accefsthe output
pixel signal to the memory bank resulting in thevnmodel
shown in Fig. 6 associated to a new integratiore tequation
4).

Integration time = Acquisition rate S\lpixer_processinG

(4)
+ TseL + Tuemory_TRANSFER
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Fig. 6: Output pixel signal path allowing memorartsfer time calculation for
the architecture implemented in the 3D wafer |&&8nm CMOS process

Equation (5) shows the new equation for the menh@nysfer
time (no change of the selection time) and addation
parameters due to the 3D-Wafer-level technologguse
TMEMORY?TRANSFER?SD

= [CCOL7W2W + CS?PIX +N. CS?MEM
AV

+ CMEM]' I_
COL

®)

With CcoL wew :
(bondpoint

Capacitance from top wafer to bottom wafer
capacitance)

AV: Voltage swing to transfer from pixel output temory settled to
v
lcou: Current required by buffer to transfer voltagemifrom pixel
output to memory (slew rate limited case [6]) seltio 100pA
Fig. 7 shows the resulting memory transfer time selection
time as a function of the pixel size, from 16un3gum and
the equivalent readout speed for memory storage thi use
of a 130nm 3D-Wafer-level technology. As can bensdlee
memory transfer time decreases drastically leadimgan
increase (x3) of the readout speed for memory géora
compared to the monolithic implementation.
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Fig. 7: Memory transfer time and selection timedation for pixel pitch
from 16pum to 32um (for H400xV256 format) and foriamplementation in a
3D wafer level 130nm CMOS process based on ourrexmee from [3] with

a buffer current of 100pA

It has to be noted that, from the 3D organizatitwe, output
pixel signal path does not depend on the pixelyafoamat
leading to an independence of the array size omtamory
transfer time. This is depicted in thig. 8 where the memory
transfer times for 2D and 3D versus image sensondb are
shown. The memory transfer time for 3D implemenptatis
constant whatever the sensor format whereas itticaiy
increases for the 2D implementation. This analigsidone for
128 frame memories per pixel and a 32um pixel pitelding
to very large size requiring stitching.
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Fig. 8: Memory transfer time comparison betweerns?d 3D implementation
in function of the image sensor format
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As can be seen, the selection time for
implementations is the same (same row selectiauitjrand
becomes the major contributor limiting the frame rae as

the botAnother benefit is the reduced current requirettaasfer the

pixel signal to the memory bank which is the major
contributor for the whole consumption [5]. In theD 2

sensor format increases This point is demonstrated in theimplementation, as can be seen in the Fig. 3, tuftets are

Fig. 9 where, for both implementations, the franaer
decreases. However, as can be seen, the 3D impiatioens
still very competitive compare to 2D implementatifsame
rate. Indeed, the frame rate can be enhanced u0@8o
depending on the sensor format.
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Fig. 9: Image sensor acquisition rate for the bwghlementations: 2D and 3D
in function of the image sensor format

Fig. 10 shows the analysis results concerningridnaé rate of
the 2D and 3D implementation at function of thenfea
memory depth. A 32um pixel pitch is taken into asttoand,
for the 3D implementation, multiple stacked wafease
required to reach a high frame memory number.
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Fig. 10:Image sensor acquisition rate for the both impleaténs: 2D and
3D in function of the number of memory per pixekj@n pixel pitch for
H400xV256 format)

The 3D implementation show a nearly constant fraate up

to 1024 memories per pixel while the acquisitiortera
decreases quickly as the number of memory per pixel

increases in the 2D implementation.

required to drive the pixel and memory column leddle in

the 3D implementation, due to the bus load decreadg one
buffer can be used. Hence, as depicted in Figtdldeach the
same acquisition rate than the 2D implementatiotoveer

current is needed with a decrease up to 95%.
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Fig. 11: Memory transfer time and selection timawdation for pixel pitch
from 16pum to 32pm and for an implementation in av&ider level 130nm
CMOS process based on extracted data from [3]avitbffer current decrease
up to 95% in order to get the equivalent acquisitate for memory storage
than monolithic implementation (for H400xV256 fortha

IV. CONCLUSIONS

The two models developed in this work for the 20l &b

implementations, based on a state-of-art architeabdi burst
mode very high frame rate imager proposed by Tod5p

and our extracted data on a high-density intercoisngD

stacked technology [3] show a drastic decreasehefpixel

bus load. Thus, the 3D technology implementation
demonstrates a clear benefit in terms of frame rate
increase even when the image sensor format increasend

a reduction of the power consumption.
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