
Notes about the limits of ultra-high speed solid-state imagers 
R. Turchetta 

Rutherford Appleton Laboratory, Science and Technology Facilities Council (STFC), Harwell 
Science and Innovation Campus, Didcot, OX11 0QX, U.K, e-mail: renato.turchetta@stfc.ac.uk 

Introduction 
In recent years, there has been an 

increase in the offering for solid-state sensors 
for ultra-high speed imaging, i.e. for frame 
rates in excess of 1 million per second. CCD 
In-Situ Image Sensors (ISIS) were proposed in 
1999 [1, 2] and recently CMOS options have 
become available, with CCD storage in CMOS 
[3, 4], CMOS full frame transfer [3] and pixel 
multiplexing [6]; SPADs sensors have also 
been mentioned in the context of ultra-high 
speed imaging [7]. With frame rates above 106 
and moving towards 109 per second, it feels 
timely to make some considerations on the 
limits of ultra-high speed solid-state imagers, 
namely those due to the movement of the 
photon-generated charge and, for photon 
counting sensors, to dead time. 

The Shockley-Ramo’s theorem. 
With frame rates moving towards 109 

per second, even at the saturated velocity, a 
charge carrier would move by 100 µm in one 
ns in silicon. In other words, we are 
approaching a similar situation found in the 
30’s by those people working with vacuum 
tubes when ‘the time of transit of the electron 
is of comparable duration with the periods of 
alternating circuits’ [8]. By choosing an 
appropriate weighting field ܧௐሬሬሬሬሬԦ and then using 
Green’s theorem [9], Shockley [8] and, one 
year later and independently, Ramo [10] 
demonstrated that, given an arbitrary 
configuration of electrodes C1, … C4 held at a 
fixed potential V1 … V4 respectively (Figure 
1), the instantaneous current ik(t) seen by k-th 
electrode and due to the movement of charge q 
with velocity ݒԦ is given by: ݅௞ሺݐሻ = Ԧݒ	ݍ ∙  ௐሬሬሬሬሬԦ  (1)ܧ

The velocity ݒԦ varies with time due to the 
movement of the charge and is given by ݒԦ =  ሬԦ is theܧ ሬԦ, where µ is the mobility andܧߤ
electric field at the point where the charge is. 
The weighting field ܧௐሬሬሬሬሬԦ is calculated by 
grounding all electrodes and setting a unity 
potential on the k-th electrode, i.e. the 

electrode for which we want to calculate the 
current. For semiconductors, where fixed 
charge is present in the sensing volume, it can 
be shown that the weighting field has to be 
calculated in the absence of any space charge. 
So for a simple 1-d p-n junction with a width 
w, the weighting electric field is simply given 
by 1/w. The unit of the weighting field is 
simply the inverse of a distance, or, in other 
words, the weighting potential had no 
dimensions. 

 
Figure 1. Geometrical configuration used in the 
Shockley-Ramo’s theorem. 

The highlight of equation (1) is that 
the instantaneous current is due to the 
movement of charges not their collection. The 
integral over time of this current will correctly 
give the amount of collected charge, so if the 
transit time of a carrier is negligible with 
respect to the frame time, the conventional 
belief that the signal is determined by the 
collected charge, still holds. It should also be 
noted that in the case of semiconductors, both 
generated carriers, i.e. electrons and holes, will 
independently generate a current. The total 
measured current, given by the sum of the two 
carriers’ contributions, is the one whose 
integral is equal to the collected charge. 
However, if taken separately, one type of 
carriers would only give a fraction of the total 
charge, whose amount would depend on the 
position where the carrier was generated in the 
semiconductor. It should also be noticed that 
in (1), the operation is a scalar product so if a 
carrier moves in a direction perpendicular to 
the weighting field, no current will be induced. 



Monte Carlo simulation 
In order to explore the limit on frame 

rate due to (1), a 1-d Monte Carlo simulation 
was built. The geometry of the simulation is 
shown in fig. 2. It corresponds to a one-sided 
abrupt junction, with the N-side much more 
heavily doped than the P-side so that the 
depletion region can be considered to extend 
only in the P-substrate. Depending on the 
doping, total thickness wtot and bias of the 
junction, the P-type region can be partially 
depleted, as shown in the figure, or totally 
depleted. If the applied bias exceeds the 
minimum needed to fully deplete the P-region, 
over-depletion will occur, i.e. the minimum 
electric field in the depleted region will be 
non-null [12]. In the simulation, the movement 
of carriers is also affected by diffusion, which 
has a zero net effect with a standard deviation 
given by ඥ2ݐܦ௧௥, where D=kTµ/q is the 
diffusion constant and ttr is the transit time of 
the carrier. Velocity saturation effects were 
taken into account by modelling the speed 
according to the equation ݒ = ఓబா൤ଵାቀഋబಶೡೞ ቁഀ൨భ ഀൗ   (2) 

where µ0 is the low-field mobility, vs is the 
saturation velocity and α is a constant which is 
equal to about 2 for electrons and about 1 for 
holes [13]. 

 
Figure 2. Geometry used in the MC simulation. 

A specific wavelength was selected 
for each simulation run and 2,000 electron-
hole carriers were generated at a random depth 
following an exponential distribution with 
parameter set by the absorption length for the 
given wavelength. 

The difference between the current 
signal as calculated by (1) and the one related 
to the collection of the carrier collected at the 

electrode where the current is measured is well 
illustrated by Figure 3. In this case, the total 
epi thickness was 5 um and the applied bias 
1.5V for a low resistivity substrate, doped at 
2*1015 cm-3. The sensor is front-illuminated, 
i.e. the light is coming into from the N-side 
and the wavelength is 450nm. The integral of 
(1) is plotted in the figure, with a fixed right 
limit at t=0, i.e. when the charge is created. 
The electrons (dashed line) are collected very 
quickly, mostly within the first ns, but their 
contribution to the total current is very small 
as they do not travel for any significant length. 
Holes (dotted) are much slower and contribute 
to most of the signal (solid). It should be noted 
that the diffusion current from the substrate is 
not considered in this simulation, where the 
substrate is considered as a perfect conductor. 

 
Figure 3. Integrated current for a low resistivity substrate, 
5um thick, biased at 1.5V. Electrons’ (dashed), holes’ 
(dotted) and total integrated charge are plotted. 

The Shockley-Ramo’s theorem was 
used to evaluate differences in measured 
current due to signals generated by different 
colours. This is shown in Figure 4 for different 
wavelengths, all other parameters being the 
same as in Figure 3. The four curves reach 
90% of the total integrated charge after 24.2 
32.4, 38.8 and 39.1 respectively for decreasing 
wavelength. When sampling the signal at high 
speed, colour mixing in different temporal 
frames would then happen. Figure 5 illustrates 
what happens in the case of back-side 
illumination. In this case, the fastest signal is 
the blue signal as this is dominated by the 
movement of the electrons, while the IR signal 
has a fast component due to the movement of 
electrons, but then a much slower rise due to 
the hole, generated deep in silicon and 
travelling all the way from the front to the 
back surface. 



 
Figure 4. Total integrated currents measured for different 
colours: 450 nm (blue), 550 nm (green), 650 nm (red) 
and 800 nm (black). All other parameters as in fig. 3. 

 
Figure 5. As above, but for back-side illumination (BSI). 

 
Figure 6. As above, but for a high-resistivity, 12 µm 
thick epi, in front-illumination (FSI). 

 
Figure 7. As for fig. 6, but in BSI. 

Fig. 6 and 7 give the same curves for a 
high-resistivity (2*1013 cm-3 doping), 12 µm 

thick epi, for the case of front- and back-side 
illumination respectively. The applied bias is 
still 1.5V, which is not enough to fully deplete 
the epi. It is interesting to notice that colour 
separation is much less severe for the FSI case 
then for BSI. However the charge collection is 
much faster in this latter case, so that spatial 
cross-talk would be much reduced. 

Applying a higher bias to fully deplete 
the entire volume of the epitaxial layer greatly 
improves the situation as shown in Figure 8. 

 
Figure 8. As in figure 7, but for an applied bias of 5 V, 
which is enough to fully deplete the substrate. Worth 
noticing that the time axis is zoomed 10 times with 
respect to all other figures. 

Deadtime 
In SPAD, the sensitive volume tends 

to be shallower thus making these sensors very 
fast and able to achieve timing resolution well 
below 1 ns. The quenching and re-charge 
circuitry tend to introduce a dead time. This 
dead time sets a limit to the number of photons 
that each pixel can count in a given period, 
thus introducing a dependence of the 
maximum frame rate on the resolution of the 
image for imaging applications. 

The exact influence of the dead time 
tdead over the maximum counting frequency 
depends on the type of pixel circuitry. Figure 9 
shows the relationship between the photon 
arrival frequency (assuming 100% QE, for 
sake of simplicity) and the measured counting 
frequency, and this for two very common 
models of tdead, called ‘paralysable’ and ‘non-
paralysable’. For both configurations, the tdead 
is set to 1µs. The figure shows that, due to the 
Poisson statistics of photon arrival time, even 
in the relative benign case of a non-paralysable 
system, corrections to photon counting are 
necessary for photon arrival frequencies well 
below 1MHz. Shorter tdead and different tdead 
models would yield different limitations [15], 
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