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Abstract  There is a growing interest in augmented human (AH) that extends human capabilities with 
technology. AH is closely related to virtual and augmented reality (VR/AR) technologies which manipulates the 
way we perceive and interact with the real world. By flexibly manipulating the feedback cycle, we can 
personalize the reality to better support one’s life. Flexible manipulation of the sense of sight is an important 
example of personalized reality (PA). Head mounted displays (HMDs) are continuously evolving, and researchers 
envision that one’s sight will become fully reprogrammable in the near future. In this talk, introduced are a variety 
of PA applications and image processing approaches to realize them. 
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1. Introduction 
  Humans have acquired new capabilities by inventing various 
tools long before computers came up and mastering them as if 
they were part of the body. There is a growing interest in 
augmented human (AH) that extends human capabilities with 
technology. AH is closely related to virtual and augmented 
reality (VR/AR) technologies which manipulates the way we 
perceive and interact with the real world. We can now 
personalize the reality for each individual, by flexibly 
manipulating the feedback cycle by making full use of human 
and environmental sensing, sensory representation, wearable 
computing, context awareness, machine learning, biological 
information processing and other technologies. Through such 
personalized reality (PA) systems, we aim to contribute to the 
realization of an inclusive society where all people can 
maximize their abilities and help each other. In this talk, we take 
the sense of sight as an important example of personalized 
reality (PA) and introduce a variety of PA applications. 
 
2. Head Mounted Displays 

Head mounted displays (HMDs) are continuously evolving, 
and researchers envision that one’s sight will become fully 
reprogrammable in the near future. Ultimately, visual stimuli 
should be presented in a field of view (FOV) of 200°(H) x 
125°(V), at an angular resolution of 0.5 minute of arc, with a 
dynamic range of 80db, at a temporal resolution of 120Hz, and 
the device should look aesthetically good and socially 
acceptable. User should not notice any visual, temporal, and 
spatial inconsistency when presented augmentations. This goal 
is still far away, but we are gradually and steadily approaching. 
 
3. Personalized Reality in the Case of Sense of Sight 

A variety of PA applications are conceivable assuming that an 
arbitrary visual stimuli can be shown by an advanced HMD. For 
example, we can have a telescopic vision by using zoom 
cameras [1], a super wide field of view by fisheye lenses with a 
video see-through HMD [2][3]. We can see future trajectories of 
moving objects by tracking them [4], virtually have a bird’s eye 
view of the real environment with real-time 3D reconstruction 
[5], expand the visible wavelength by using a thermal camera 
[6], replay quick 3D motion in-situ at a slower speed [7], and 
remove unwanted real objects by diminished reality [8]. To 
realize such flexible visual manipulation, a large variety of real-
time image processing techniques are necessary.  

A new opportunity for more advanced personalization of 
one’s sight is emerging thanks to the evolution of CNN-based 
image conversion algorithms such as GAN and its variations. 
For example, one can see how a sightseeing place would look 
like from her viewpoint in real-time on a sunny day when it 
actually is raining. We currently have several research projects 
on real-time video conversion based on GAN for video see-
through PA. 
 
4. Conclusion 

Opportunities for personalizing reality are rapidly increasing. 
There are many problems that we need to solve before PA is 
actually be disseminated, such as, a risk of misunderstanding, 
collision, addiction etc. Long-term impacts on our health are 
completely unknown either. Nevertheless, we believe that the 
potential of PA is huge which can completely change our life 
and the society. What is more important is to think about how 

human welfare and happiness can be achieved with this new and 
powerful technology. 
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