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Abstract A low-power 3D hand-gesture tracking (HGT) processor is proposed for real-time user interaction in 

smart devices. It is optimized for 3-level (Functional, processing, and ALU): 1) Region of hands are extracted in 

low resolution and it reduces overall redundant 3D HGT computation; 2) Line streaming CNN processing 

improves pipeline utilization and reduces overall 3D HGT latency; 3) Shifter-based stereo aggregation processing 

elements reduce power and area. The proposed chip facilitates real-time 3D HGI with 33.5mW and maximally 

10.8mm error. 
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1. Introduction 

In these days, smart devices such as head mounted displays 

(HMDs) which supports virtual reality (VR) or mixed reality 

(MR) are widely used. Its number is over 12.4M and it is 

expected to increase exponentially for next several years [1]. 

Unlike previous mobile devices such as smart phones or tablets, 

VR/MR devices require novel user interface (UI) instead of 

conventional 2D-based UIs which are mouse or touch interface. 

Thus, to provide better VR/MR user experiences (UX), 3D 

hand-gesture tracking (HGT) has drawn active attention for a 

future UI. However, because HGT requires large computations 

and memory accesses compared with conventional UIs, it is 

impossible to realize real-time latency and low power on mobile 

application processors (APs) or mobile GPUs. 

 This paper presents a chip for real-time latency (33.3ms) 

HGT with 9.02mW power consumption which is ~1% of 

nominal mobile APs. To reduce power consumption, we utilizes 

stereovision systems for 3D depth acquisition instead of time of 

flight sensors (ToFs) which consumes large power (~225mW) 

[2]. Also, we optimize additional computations from 

stereovision processing to reduce overall system power 

consumption. In this paper, we will introduce 3-level hardware 

optimization methods for real-time 3D HGT. 

  

2. Overall system 

 Fig. 1 illustrates overall 3D HGT processing. It composed of 4 

stages which are stereo calibration, hand detection, depth 

estimation, and hand tracking. Boundaries of each stages are 

determined whether processing should be processed sequential. 

Due to non-decomposed processing, latency optimization is 

performed in each stages. 

 

A. Function-level optimization 

In 3D HGT, hands usually occupies maximally 54% of overall 

image area when hands locates at 15cm distance which is a 

nominal scenario(15cm~45cm). Thus, most of regions are 

background in input images and our system set region of interest 

(ROI) to reduce this redundancy. It is generated by 4 layer CNN 

with 4 channels for each channels and 80Χ60 low-resolution 

images. 

 

B. Processing-level optimization 

To acquire accurate depth data such as ToF, CNN-based 

stereovision[3] is essential. Even though we reduce computation 

by selective processing, because CNN feature extraction and 

feature matching requires large computations, 3D HGT cannot 

meet real-time latency. In conventional CNN hardware, CNN is 

processed layer-by-layer to maximize data reusability[4-6]. 

But this causes utilization degradation because matching 

 
Fig. 1. Flow of 3D hand-gesture tracking & visualization. 

 
 Fig. 2. Line streaming CNN processing. 



hardware should wait CNN processing. To resolve it, as shown 

in fig. 2, the proposed hardware performs CNN line-by-line and 

matching operation can be hidden behind line CNN processing. 

As a results, we reduce 30.6% overall latency. 

In addition, our hand detection works as line streaming 

processing and we adopt line streaming calibration algorithm in 

[7]. Thus, line streming hand detection processing also can be 

hidden behind stereo calibration and it reduces additional 3.4% 

latency. 

 

C. ALU-level optimization 

In 3D HGT, stereo feature matching operation requires 

massive floating-point computation (172Gflops). Unlike fixed-

point CNN processing, it causes large power consumption and 

large area. To reduce power and area, we propose shift-based 

matching algorithm. In stereo matching, because it utilizes a 

winner-takes-all(WTA) method, we can convert expnent 

operations in [8] to shift operation. As a result, we reduce 92.2% 

of power and 96.4% of area with neglible error compare with [8] 

as shown in fig. 3. 

 

3. Implementation results 

The proposed 3D HGT processor is fabricated in 65nm 1P8M 

CMOS technology and it occupies 4Χ4mm2 with 781.5KB 

SRAM. Energy efficiency of line streaming CNN core is 

1.80Tops/W and it processes 3D HGT with 33.3ms latency. I 

consumes 9.02mW for one hand 3D HGT and 31.20mW for two 

hand 3D HGT. Optimal range of the system is from 20cm to 

40cm. 

Fig. 5 shows an evaluation system of proposed chip. The 

evaluation system is connected to host computer with USB 3.0 

I/F. We setup both of stereo cameras and ToF sensor to evaluate 

hand tracking accuracy. Fig. 6 shows evaluation results of our 

test system. We tested it from 15cm to 50cm and calculated 

tracking errors at fingertips, hand nodes compared with ToF 

sensor data. Average error is 4.3mm and maximum error is 

10.6mm in test environments. 

 

4. Conclusion 

 A 9.02mW 3D hand gesture tracking (HGT) processor is 

proposed for 33.3ms latency user interaction in smart 

devices. As a result, it realizes always-on 3D UI for 

AR/VR devices 
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Fig. 3. Results of shift-based matching  

Fig. 4. Chip photography 

 

 
Fig. 5. Evaluation system 

 

 
Fig. 6. 3D Hand gesture tracking results 


