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Abstract The widespread use of computer vision systems in our personal spaces has led to an increased
consciousness of these systems' privacy and security risks. On the one hand, we want these systems to assist in our
daily lives by understanding our surroundings, but on the other hand, we want them to do so without capturing
any sensitive information. Towards this direction, we propose a method for designing a privacy-preserving
camera that degrades the captured image quality by optics and sensor designs. However, the image still has
information for downstream tasks. The proposed method models an imaging and image recognition pipeline as
differential and neural models, then jointly optimizes the models in an end-to-end manner to find a good balance
between image degradation and task accuracy. In this talk, I will talk about the concept of the method and show
two examples of the downstream tasks: privacy-preserving identification for the human face and privacy-
preserving action recognition. We confirmed that we realized captured images are visually hard to recognize
identity by humans, but they maintain enough accuracies for identification and recognition by machine learning
models.
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1. Introduction In this talk, I will talk about the concept of the
People have been fascinated with creating computer method and show two examples of the downstream

vision (CV) systems that can see and interpret the tasks: privacy-preserving identification of human faces

world around them for many decades. In today's world,  [6,7] and privacy-preserving action recognition [8]. We

as this dream becomes a reality and such systems are  confirmed that we realized captured images are

developed in our personal spaces, there is an increased  visually hard to recognize identity by humans, but they

consciousness about "what" these systems see and maintain enough accuracies for identification and

"how" they interpret it. Nowadays, we want CV  recognition by machine learning models.

systems that protect our visual privacy without

compromising the user experience. Therefore, there is  References

growing interest in developing such CV systems that  [1] Wu, Z., Wang, Z., Wang, Z., Jin, H., “Towards privacy-

can prevent the camera system from obtaining detailed preserving visual recognition via adversarial training: A
pilot study”, European Conference on Computer Vision,

visual .data that may contaiq sensitiv.e information but pp. 606-624. 2018,
allow it to capture valuable 1nformat10n to perforrp the [2] Ryoo, M.S. Rothrock, B., Fleming, C.. Yang, H.J.,
CV task [1,2,3,4,5]. For a satisfactory user experience “ Privacy-preserving human activity recognition from
and strong privacy protection, a CV system must extreme low resolution”, AAAI Conference on Artificial
satisfy the following properties: Intelligence, 2017.

— Good target task accuracy. This is necessary for  [3] Srivastav, V., Gangi, A., Padoy, N., “Human pose
maintaining a good user experience. For example, a estimation on privacy-preserving low-resolution depth

rivacy-preserving face detection model must detect images”, International Conference on Medical Image
b yp g Computing and Computer-Assisted Intervention, pp. 583—

faces with high precision without revealing facial 591, Springer, 2019.
identity [2], a privacy—prese.rving'pose eStimation [4] Hinojosa, C., Niebles, J.C., Arguello, H., “Learning
model must detect body key points without revealing privacy-preserving optics for human pose estimation,
the person's identity [4], and an action recognition IEEE/CVF International Conference on Computer Vision.
model must recognize human actions without revealing pp. 2573-2582, 2021. B .
their identity information [1,3]. [5] Raval, N., Machanavajjhala, A., Sox, L.P., “Protecting
_ Strong privacy protection. Any privacy-preservin visual secrets using adversarial nets”, IEEE Conference on
.g P y P ) Yy P yp g Computer Vision and Pattern Recognition Workshops, pp.
model, irrespective of the target task, must preserve 1329-1332, 2017.
common visual privacy attributes such as identity, [6] Nguyen Canh, T. and Nagahara, H., “Deep Compressive
gender, race, color, gait, etc. Sensing for Visual Privacy Protection in FlatCam
In this talk, we propose a method for designing a Imaging”, ICCV workshop learning for computational
privacy-preserving camera that degrades the captured imaging, Nov., Seoul Korea, 2019.

image quality by optics and sensor designs. However, [ Fguyen ng}h, FiiTh?f{‘h Ngo, T, I}:Iaz‘:}f‘haravgl{" ‘E{“mlan'
the image still has information for downstream tasks. mpereeptible Identilication with Leamable Lens ess
. . . Imaging”, IEEE access, Vol. 11, pp. 95724-95733, 2023.

The proposed method models an imaging and image (8] Kumawat, S. and Nagahara . H., “Privacy-Preserving
recogm‘qon plpel.1n§ as differential ar}d neural models, Action Recognition via Motion Difference Quantization”,
then jointly optimizes the models in an end-to-end European Conference on Computer Vision, Oct., Tel Aviv,
manner to find a good balance between image 2022.

degradation and task accuracy.
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Designing a Camera for
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Visual Privacy
« Privacy is related to the freedom from interference, state of being alone, the right to keep personal
matters and the relationship secret

« Visual Privacy is the right to collect and use personal visual information'?!
« Info (face, race, gender, clothes, license plate, etc.) that infers the personal identity

1] https://www.merriam-webster.com/dictionary/privacy

[2]). Shu, *A survey on Visual Privacy in Ubiquitous Computing,” PhD qualitying
examination survey., 2017.

Cameras Everywhere
CCTV Smartphone Dashcam
(street/building) (po.cket) (transport) _
Thims

Drone Camera Internet of Thing

(fly over) (house/wearable) (house/work/wearable)

Virtual/Aug. Reality

o wi0)

We are increasingly
exposed!!!
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Visual Privacy Violation

Uninformed Photography Hacking Visual Data

Analysis Visual Data
Surveillance Abuse

- « Criminal abuse
« Take picture of « Access unauthorized

S una « Visual profiling, « Institutional abuse
person/object sensitive visual targeted marketing  « Discrimination &
wo. permission contents voyeurism

Droce Reguiationt Should Focus on Salety ()

| Ex-Taco Bell exec now suing
Uber driver for $5 million

. ech privacy policies need an
v @ [overbaul, regulators say
-

Existing privacy preserving by software

Blurring Transparency Encryption

Deep encryption

Google Street View Babaguchi et al. F. Peng et al.

Lietal. loTDI21

Privacy sensing by thermal camera

Thermal imaging

F. Pittaluga, A. Zivkovic and S. J. Koppal, "Sensor-level privacy for thermal cameras," in IEEE
International Conf onC P . 2016
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Privacy sensing by Defocus optics

IR (Defocus)

Defocused optics

F. Pittaluga and S. J. Koppal, "Privacy Preserving Optics for Miniature Vision Sensors," in |EEE International Conference

on Computer  Vision and Pattern Recognition, 2015.

Anonymous Camera (face masking camera)

Cold Mirror

R
Sensor IR Camera

™ Thermal image

.
oy

Mask

Privacy protected image
Detecting facial region to make the mask and
apply the optical mask in front of the sensor

Prototype camera

[Zhang, ICPR2014]

Optically masked sensor image

— - " ”~

Face dataset
88 subjects, 24.112 images

Flatcam imaging

Reconstructed

Captured

« Training with simulated and real lensless data
« Initial reconstruction is required

Face detection with R-CNN and verification through classification CNN

This system is not privacy as the initial reconstruction is required
Not consider the privacy of classifier regards to mask

J. Tan et al., Face detection and verification using lensless cameras, IEEE TCI 2019

Computational ﬂib&o;raplly"& deep sensing
. .

H30-R1BLELHTER 2 (PR 3F)
R2-5 PLELEOBT 72 (R A)
R5-9 EEHRS

« Typical deep neural networks learn in the digital layers
+ Aphysical layer may be facilitated by learning from data
« Optimizing the sensing hardware is possible by learning

Deep Sensing
Conventional deep neural net

Samping e Feature extraction net Classification net

1oge sseio

Full connection

—_—

Optical image  P2"®™ " pigital image Feature image
Physical Laye! e € Digitl layer

Aot =,
Deep compressi\v,_efwdeo sglt‘sing
> .

« Generating video (x16 frames) from a SINGLE shot
» The shutter patten and decoder are jointly optimized.

HE

Reconstructed
Video
Captured images Reconstructed Video
(3 frames) (3x16=48 frames)

Exposure
Pattern

Captured
Image

Capture Reconstruction
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Direct recognition f'rom'a coded image

« A coded exposure image has the temporal information.
» We can directly recognize the action from a single image.

o
g
§ Video (upper bound)  71.0
H Coded exposure
£ (Proposed) 720 db
Scene Coded exposure R Jcted  Action Efficient image recognition
image video label (1/16 Smaller data but similar accuracy)

Capture Action recognition

Sensor Level Visual Privacy

« It is considered to protect the hardware attack as well as
digital attack via an internet.

« Existing privacy preserving camera is manually designed.

« The degradated captured image is also decrease
downstream performance.

« We jointly train the optics and recognition model by using
adversarial learning for balancing a privacy and utility.

Human-Imperceptible Identification With
Learnable Lensless Imaging

Thuong Nguyen Canh, Trung Thanh Ngo, Hajime Nagahara
IEEE Access 2023

FlatCam imaging

« It is also called lensless imaging.

« Photo Mask is placed in front of an imager.

« Reconstructed image is obtained from the blurred captured
image.

Captured Reconstructed

u-B

J. Tan et al., Face detection and verification using lensless cameras, IEEE TCI 2019

FlatCam imaging

« An intensity of each pixel is obtained as an integration of multiple
rays though the mask modulation.

« The mask, e. g. M sequence, is uniquely modulated to each angle
of the rays.

« The image is reconstructed by inverse processing of mask
modulation.

Proposed privacy preserving camera

« Using mask based FlatCam
« Jointly optimizing the mask pattern and utility classifier.

« Realizing good balance for degradeding the captured image for
privacy preserving and maintaining classification accuracy.

I Captured I

I /-1" Classification label
- — Gender, Age, ID,
Action, etc.
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Modeling of proposed optics

« Modeling lensless imaging to convolution.
+ We use ResNet for identification model.
« The coding mask pattern H and identification model R should be ontimized simultaneouslv.

Scene y
Plane x H R

2
| Recognizer b
Coded T W.ResNett8 ™+
Plane L~
Coded Pat Senser
/ : imag Lensless Imaging  Recognition Process
®) y e plane

L = Lroc(R(H %x).b) +a x Ly

Lensless Imaging model

Examples of coded pattern for FlatCam

Target Image Pinhole Full open Random Learned Pattern

Ratio)

(0.001) .
Aperture 3,
Pattem
(Aperture i

Measured a

Image
[Blurriness}

10.357] 0723)

Utility loss Human imperception loss
Human Imperceptible Loss Face dataset
+ Similarity loss: Lsim = ZHH 3 — Ly % 13, - » Microsoft Celeb (MS-Celeb-1M): 10 million faces, 80k class
i « Align Dataset, 112x112.
Captured . Full ope.n”
i SIRISY I &
« Total variation loss: Ly = —||AH ||} — [|AH ]| « Train/Test subjects: ratio 95/5 m (‘
» 10 classes = &\
« Invertibility loss: Liny = —=IH|1. « Others
« Resize to 63x63 ..‘ -
N Low [H]| High [H]| « Mask of size 32x32 ﬂ E E “v,'_ B *ij
« RIP loss: = Z ||||”||* “_:I; « Test image is flipped, rotate to increase test size
xill5s + €

(easy to reconstruct or not)

Trained aperture pattens
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s 3 < -
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Bt results are i red hold, second best In bold.
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Privacy Preserving Action Recognition via
Motion Difference Quantization

Sudhakar Kumawat Hajime Nagahara

Introduction

| S—
e

Introduction
Some Common methods for privacy-preserving action recognition.
e B
Original Scene Downsampled Blurred DVS Sensor

Goal: To develop an efficient encoder for the camera system that allows
important features for action recognition while protecting actor(s) visual privacy.

Why privacy-preserving action recognition is hard?

Action Recognition accuracy depends on:

1. Spatial information
2. Temporal information

If the resolution of either of these

information drops for protecting privacy,
the action recognition accuracy also drops.

BDQ

17




Blur Difference Quantization

Given A frame oy, we define i video as V= (i = 1.2,..,t) where t is the number of frame:

tization medule
QB B, ) - L e(HUXB, B, ) b)), where
N = 16, t- Temperature. b = {0.5,15,..., N = 1.5)

Ditference module
DB 8, )« B, - B,

Biur module: B,

WO steps iferatively until convergence
XETEWV)), L
= XEPLENV ), Lyeway)

wtion £(V, 05, 8]
s tunction £V, 0

af M ENV))

Evaluation on SBU dataset (Actions-8, Privacy-13)

‘”i . Method Params. Size FLOPs
-
F = L A ‘ Wuetal 1.3M 3.8Mb 166.4G
= [ ‘ BDQ 16 34Kb 1204M
[
€ w| |
-
g | Wu et al. “Privacy-preserving deep action recognition: An adversarial
e | [ e e el =i rsaclos o aery
c sf ™ I|deal Analysis and Machine Intelligence (2020).
2 | = orig. video The above paper that we compare with use a UNet like
E | ® Wuetal encoder-decoder for video degradation.
0
= BDQ Ry0o ot al. “Privacy-preserving human activty recognition from extreme low
| 4 Ryoo et al. resolution.” AAAI (2017)
|
o & = The above paper use downsampling for video degradation.

o 0 @ [
Actor-Pair Accuracy (%)

Evaluation on KTH and IPN datasets

KTH dataset (Actions-6, Privacy-25) IPN dataset (Actions-13, Privacy-2)

= — e ]

o w | 300 - |
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-~ . A ~
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| v |
< w| = Ideal | % w| w Ideal
é ‘ » Orig, video & »  Orig video L
2. ® Wuetal - .u' ® Wuetal
® « 80O | 57 + oo
* Ryooetal | * | Ryoo et al. [
o TR IR R, oY ] o . o A
Identity Accuracy (%) Gender Accuracy (%)

Ablation Study

Here, we study the contribution of each component of BDQ in preserving privacy.
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Strong Privacy Protection Features
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Reconstruction Attack

Visualization of reconstruction by a 3D UNet model (attacker) trained with input
as BDQ output videos and labels as original videos.

Ground Truth Orig. Image

Ground Truth Orig. Image

BDQ (Not Trained)

Reconstructed

Reconstructed

Conclusions

« Camera is a convenient equipment which can obtain a
detailed scene information.

« However, it also obtains unwanted visual privacy.

« We proposed to jointly optimize the hardware, optics and
sensor, and software, classification model.

« It realize the good balance of the privacy and task
performances.
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