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Abstract  We are developing monolithic active pixel sensors, called X-ray SOIPIXs. These sensors are based on 
a Silicon-On-Insulator (SOI) CMOS technology and are intended for use on future X-ray astronomy satellites (e.g., 
Tsuru+18, Proc. SPIE, 10709, doi: 10.1117/12.2312098). Each pixel has an event trigger output function which 
allows for an immediate readout of only the pixels hit by an X-ray with its high time resolution better than ~10 µs. 
This paper presents the introduction of the X-ray SOIPIX and its current achievements. 
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1. X-ray Astronomy 
  X-ray astronomy is the study of celestial objects at X-ray 
wavelengths. Since X-rays from celestial objects are absorbed 
by the atmosphere, it is necessary to develop satellites equipped 
with X-ray instruments to observe celestial objects. The current 
standard X-ray instruments are imaging spectroscopy systems 
combining a Wolter-I type X-ray telescope and an X-ray CCD 
imager [1]. We operate the X-ray CCD in single photon 
counting mode to obtain the position on the CCD (direction of 
arrival), energy and arrival times of each incident X-ray.  
 
2. Limitation of X-ray CCD 
 X-ray CCDs have high performance in terms of imaging and 
spectroscopy [2, 3]. However, the current time resolution of X-
ray CCDs cannot keep up with the improved performance of X-
ray telescopes. As the X-ray collecting area of the telescope 
increases and the angular resolution improves, the probability of 
multiple X-ray photons hitting the same pixel during single 
exposure increases, making it impossible to measure the X-ray 
energy (pile-up). Also, fast time variability, such as black holes, 
cannot be observed. High temporal resolution and fast readout 
are therefore required for the next generation of X-ray imagers.  
 
3. Trigger-Output Event-Driven SOI pixel sensor  
 We are developing a Trigger-Output Event-Driven SOI pixel 
sensor (X-ray SOIPIX) for the next generation of X-ray imager 
[4]. An SOI pixel sensor is monolithic using bonded wafer of 
high resistivity depleted Si layers for X-ray detection, SiO2 
insulator and low resistivity Si for CMOS circuits [5, 6]. In the 
X-ray SOIPIX, each pixel has an event trigger output function 
that allows immediate readout of only those pixels hit by an X-
ray with its high time resolution better than ~10 µs. Bulk CMOS 
image sensors can also be equipped with the function. However, 
the depletion thickness of bulk CMOS image sensors is too thin 
to detect high energy X-rays. Then, we adopt SOI pixel sensor 
technology.  
 Since 2010, we have been developing X-ray SOIPIXs using 
Lapis Semiconductor's 0.2 µm FD-SOI CMOS technology [7]. 
The development of the sensor focuses on three main aspects: 
pixel circuits, device structures and on-chip functions.  
 
4. Pixel circuit and Device Structure 
 A pixel circuit consists of an analog readout circuit and a 
comparator circuit. The analog readout circuit consists of a 
charge sensitive amplifier, CDS sampling, source follower. We 
use an inverter chopper type comparator.  
 The device structure was the most challenging part of the 
development. A small capacitance at the readout node is 
required to reduce the readout noise. The back gate effect of the 
circuit due to the electric field from the back bias is needs to be 
avoided [6]. The dark current from the interface between the 
sensor layer and the BOX layer needs to be reduced. 

Interference between the readout node and the circuit is 
necessary to be avoided. Signal charges generated at the pixel 
boundaries are required to also be collected without loss [8, 9]. 
Together with the Kawahito group at Shizuoka University, we 
have successfully developed a PDD (Pinned Depleted Diode) 
structure to meet this requirement [10, 11, 12].  
 
5. Performances 
  From the above developments, the required performance has 
now been achieved: observations with a temporal resolution 
better than 10 µs at an event rate higher than ~500 Hz can be 
made without pile-up. The quantum efficiency already meets the 
requirements for the high energy band above 6 keV, which is 
determined by the depletion layer thickness [13]. The one in the 
low energy band below 1 keV still has room for improvement. 
We will develop it in the future. Energy resolution is the most 
difficult performance item, but the requirements are met [11, 13, 
14]. However, there is still room for performance improvement. 
This will also be developed in the future. In terms of radiation 
resistance, the probability of the SEU is very low thanks to its 
SOI structure [15], and the TID has also been experimentally 
proven to meet the required performance over the observation 
period [16, 17]. 
 
6. On-chip function and "Digital X-ray SOIPIX" 
  We are developing various on-chip functions to increase 
practicality and broaden the range of applications. One is on-
chip pattern processing and particle species identification [18]. 
X-rays produce compact clouds of signal charges, while high-
energy charged particles produce tracks. Using this property, we 
have implemented an on-chip function to discriminate between 
the two.  
  On-chip ADCs, DACs, and BGRs (bandgap reference) are 
also being developed: a 14-bit 1-stage cyclic ADC and a 12-bit 
DAC have been developed, and test devices have been 
processed. Imaging spectroscopy using the ADCs has been 
successfully performed [19]. We are now developing a function 
to generate the clock to drive the sensor to simplify the interface 
and readout circuitry. 
 
7. Applications other than X-ray astronomy 
  We are implementing scientific applications of the X-ray 
SOIPIX. We are developing the electron-track Compton 
gamma-ray camera [20, 21, 22], preparing a solar axion search 
experiment [23], a Lunar and planetary X-ray fluorescence 
mapping camera, and neutron TOF imaging spectroscopy. 
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Expos.1 Expos.2 Expos.3 Expos.4

X-ray Photon Counting

•Detect an X-ray photon as one-by-one event. 
•Measure position, energy and time of each X-ray 

event. 
•Make exposures of ~10^4 times.

5

Central 
Region

No. S1] Suzaku Observation of SN 1006 S143

As shown in figure 2, we found clear K-shell (K˛) lines
from Ar, Ca, and Fe, for the first time. With a power-law plus
Gaussian-line fit, we determined the line center energy of the
Fe-K˛ to be ! 6.43 keV. This energy constrains the Fe ioniza-
tion state to be approximately Ne-like.

3.3. Iron Line Map

We show in figure 3a an image in a relatively narrow band
(6.33–6.53 keV) that contains the Fe-K˛ line. This image was
generated by subtracting the continuum flux at energies of 6.1–
6.3 keV. (The image in this band is shown in figure 3b.)

We can see that the Fe-K˛ flux is enhanced at the
southern part of the remnant (outlined in red with a ellipse),

Fig. 2. Background-subtracted XIS spectra extracted from the whole
SE quadrant (SN 1006 SE). The black and red points represent the FI
and BI spectra, respectively.

Fig. 3. XIS intensity map at the Fe-K˛ line (a: 6.33–6.53 keV band), from which the continuum flux at 6.1–6.3 keV band [shown in (b)] is subtracted.
In both images, exposure and vignetting effects are corrected. The data from the three FIs are combined. Two corners of the calibration sources are
removed. The black squares indicate each FOVs of the XIS. The red ellipse shows the region where we extracted the spectra for a detailed analysis.

except for the NE and SW quadrants where the non-
thermal emission is dominant. The mean surface bright-
ness at 6.33–6.55 keV within the elliptical region is 8.5
(˙0.5) " 10#9 photons cm#2 s#1 arcmin#2, while that outside
it (only in the SE and NW quadrants) is 4.6 (˙0.3) " 10#9

photons cm#2 s#1 arcmin#2. In order to study the thin-thermal
spectrum with the best S/N ratio for Fe-K line, we extracted the
X-ray spectrum from within the elliptical region, excluding the
corner of the calibration sources. The background subtraction
was made in the same way as that of the full-field spectrum.
The results are given in figure 8. Hereafter, all detailed anal-
yses are made using this spectrum.

3.4. Energy and Width of the Emission Lines

In order to study the line features, we fitted the spectra
extracted from the elliptical region with a phenomenological
model; a power-law for the continuum and Gaussians for the
emission lines. The best-fit center energies and widths for the
emission lines are shown in table 1. Since the absolute energy
calibration error is ˙0.2% above 1 keV (Koyama et al. 2007),

Table 1. The center energies and widths of the emission lines.

Line Center energy$ (eV) Width! (eV)

Mg-K˛ 1338 (1337–1340) < 5.4
Si-K˛ 1815 (1813–1816) 40 (38–42)
S-K˛ 2361 (2355–2365) 60 (54–65)
Ar-K˛ 3010 (2991–3023) < 50
Ca-K˛ 3692 (3668–3724) < 57
Fe-K˛ 6430 (6409–6453) < 60

$ Errors (statistical only) are given in parentheses (see text).
! One standard deviation (1").
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Table 2. XIS spectral fitting parameters for the nonthermal rims (NE+SW1+SW2).!

Parameters thermal! + power-law thermal! + srcut
NH (cm"2) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 6.8 # 1020 (fixed)
VNEI 1 (ejecta 1)

k T (keV) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1.2 (fixed!)
nOneV (cm"3) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 2.86 (2.45–3.06) #1052 4.19 (4.05–4.32) #1052

VNEI 2 (ejecta 2)
k T (keV) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1.9 (fixed!)
[S=O] : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 2.7 (fixed)
nOneV (cm"3) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 8.43 (8.18–8.55) #1053 3.82 (3.77–3.89) #1053

NEI (ISM)
k T (keV) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 0.45 (fixed)
net (cm"3s) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 5.7#109 (fixed)
nHneV (cm"3) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1.14 (1.06–1.21) #1056 3.45 (3.43–3.48) #1056

Nonthermal component
Γ=" roll (—=Hz) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 2.73 (2.72–2.74) 5.69 (5.67–5.71) #1016

Norm (photons keV"1cm"2s"1 at 1 keV=Jy at 1 GHz) : : : : 4.05 (4.04–4.07) #10"2 16.2 (16.1–16.3)
Gain offset for FI (eV) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 3.9 "1.4
Gain offset for BI (eV) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : "5.0 "4.0
#2=d.o.f. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 2200=588 857=588

! Parentheses indicate single parameter 90% confidence regions.
! Thermal parameters are fixed following Yamaguchi et al. (2008).

Fig. 3. XIS spectra of NE (left) and SW (right) regions. Thermal and nonthermal models are represented with dotted or solid lines. Black and red
represent FI and BI spectra, respectively. The lower panels in the figures are residuals from the best-fit models.

3.1.2. NE and SW rims
We applied the thermal model plus the srcut continuum

described above to the NE and SW rim spectra separately. The
plasma parameters of the three thermal components were fixed
at the values for the nonthermal rims (see table 2), except for
normalization. The best-fit models and parameters are shown
in figure 3 and table 3, respectively. The fittings are again
statistically unacceptable (#2 = 553=338 for NE and 527=368
for SW), but they show no large-scale structure.

3.2. HXD PIN Spectra

SN 1006 is an extended source for the PIN, as shown in
figure 1. We therefore have to consider the effect of the
PIN angular response for diffuse sources. In order to esti-
mate the total efficiency for the entire SNR, we assumed that

the emission region in the PIN energy band is the same as
that of the ASCA GIS 2–7 keV image available from Data
Archives and Transmission System (DARTS)3, which covers
the entire remnant. The derived efficiency in each observation
is shown in figure 4. The discontinuities around $ 50 keV are
due to the Gd K-line back-scattered in GSO, and the enhance-
ment above 50 keV in the SW bg1 effective area is due to
the transparency of the passive shield, which becomes larger
in the higher energy band (Takahashi et al. 2007). Takahashi
et al. (2008) checked the influence of the source size on the
effective area for extended sources, and found that it has no
energy dependence. The rim observations (NE, SW1, SW2,
SE, and NW) have similar efficiency, while the background

3 See hhttp://darts.isas.jaxa.jp/astro/i.
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3.1.2. NE and SW rims
We applied the thermal model plus the srcut continuum

described above to the NE and SW rim spectra separately. The
plasma parameters of the three thermal components were fixed
at the values for the nonthermal rims (see table 2), except for
normalization. The best-fit models and parameters are shown
in figure 3 and table 3, respectively. The fittings are again
statistically unacceptable (#2 = 553=338 for NE and 527=368
for SW), but they show no large-scale structure.

3.2. HXD PIN Spectra

SN 1006 is an extended source for the PIN, as shown in
figure 1. We therefore have to consider the effect of the
PIN angular response for diffuse sources. In order to esti-
mate the total efficiency for the entire SNR, we assumed that

the emission region in the PIN energy band is the same as
that of the ASCA GIS 2–7 keV image available from Data
Archives and Transmission System (DARTS)3, which covers
the entire remnant. The derived efficiency in each observation
is shown in figure 4. The discontinuities around $ 50 keV are
due to the Gd K-line back-scattered in GSO, and the enhance-
ment above 50 keV in the SW bg1 effective area is due to
the transparency of the passive shield, which becomes larger
in the higher energy band (Takahashi et al. 2007). Takahashi
et al. (2008) checked the influence of the source size on the
effective area for extended sources, and found that it has no
energy dependence. The rim observations (NE, SW1, SW2,
SE, and NW) have similar efficiency, while the background
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6X-ray astronomy discovered 
1. There are a large number of black holes in the universe.
2. The universe is filled with high-temperature plasma 

reaching 100 million degree K.

All sky survey 
with ROSAT

X-ray Imaging System 3
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X-ray Mirror
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(3rd Gen.)  SXI onboard XRISM - BI with a Thick Depletion

• Pixel Size 24μm, Format 1280×1280. 2x2 array.

• realized back illumination with 200um depletion  
by using N-type wafer with >10kΩcm  
so that we obtain high QE at both of high and low energy bands.

• adopted on-chip Al coating to block optical light

• mitigated radiation damage effect by adopting the charge Injection and 
cooling down to -120℃ by using Stirling cooler
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X-rays from space reach 
only 10 to 100 km altitude

We go to space by satellites 
to observe the X-ray universe

100km

50km

10km

Altitude

Altitude at which electromagnetic waves from space can reach

Major X-ray Astronomical Satellites 2

Hitomi

Athena

20302020

Hitomi / XARM

Gas counter
w/ Collimator

Gas Imager CCD Imager

Chandra X-Ray Surveyor 
Relative effective area (0.5 – 2 keV) 1 (HRMA + ACIS) 50 

Angular resolution (50% power diam.) 0.5” 0.5” 

4 Ms point source sensitivity (erg/s/cm2) 5x10-18 3x10-19 

Field of View with < 1” HPD (arcmin2) 20 315 

Spectral resolving power, R, for point 
sources 

1000 (1 keV) 
160 (6 keV) 

5000 (0.2-1.2 keV) 
1200 (6 keV) 

Spatial scale for R>1000 of extended 
sources 

N/A 1” 

Wide FOV Imaging 16’ x 16’ (ACIS) 
30’ x 30’ (HRC) 

22’ x 22’ 

• High-resolution X-ray telescope 

• Critical Angle Transmission XGS 

• X-ray Microcalorimeter Imaging 
Spectrometer 

• High Definition X-ray Imager 

Concept Payload for: 
 Feasibility (TRL 6) 
 Mass 
 Power 
 Mechanical 
 Costing (~$3B) 
 

NOT THE FINAL  
CONFIGURATION!!! 

Notional Optics & Instruments 
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Limitation due to low time resolution of CCD (~1sec)
• Unable to take advantage of the performance of the latest X-ray mirrors 

that provide large X-ray collecting area and high angular resolution. 
• Event pileup occurs due to slow readout. Photon counting is impossible. 

• Unable to resolve fast variability of compact objects such as blackholes 
and neutron stars, which requires better than 30µsec (=10km/c). 

• Unable to apply anti-coincidence technique using anti-counter
• Unable to make use of the excellent performance of Si in the band 

above 10 keV due to the high detector background
• The technique requires time resolution better than 10µsec. 

9

High time resolution better than 10µsec is Key  
to the next generation of X-ray Astronomy

10

Column readout (1kpixel)

• time resolution 1msec. dose not meet. 
• only a few pixels have X-ray events 
• almost all the pixels are empty 
• However, must read out all the pixels

• read out X-ray hit pixels only

Conventional type of 
CCD and CMOS

FPGA

Trigger output Event Driven readout
(X-ray SOIPIX)

Trigger Output Event-Driven Readout

・Power consumption at post-stage date processing  data rate∝

• time resolution better than 10µsec

• data rate = pixel readout rate 
⇒ reaches 1GHz

• data rate = X-ray event rate 
⇒ 1kHz at the maximum

・Event Driven readout reduces power cost

in-pixel trigger 
circuit

output  
trigger signal 

and hit address

read out the  
X-ray energy

SOI-CMOS image sensor (SOIPIX) 11

• fine imaging (small pixel size ～20µm, large size > 20mm)
• low noise ( < 10e rms),
• on-chip signal processing (high speed CMOS）
• wide-band, high quantum efficiency (thick depletion max 

500µm, backside < 1µm）

2015 JINST 10 C06005

~8 µm

200 nm BOX (Buried Oxide)

BPW (Buried p-Well)

n+

Si Sensor Layer
(High Resistivity Substrate)

p+

n-

50 ~ 
725 µm

Peripheral CircuitBias Ring Pixel Array

CMOS Circuit Layer

+
+
+

+

-
-
-

-

X-rays

PMOS NMOS

sense-node

Figure 1. The cross-sectional view of SOIPIX.

has a charge-sensitive amplifier (CSA) circuit in each pixel in order to increase the conversion gain
and reduce readout noise. We also provide some details of the next design challenge from the
information obtained.

2 Reduction of readout noise by small BPW

The chip output gain and the readout noise of XRPIX1, the first prototype of the XRPIX series,
were 3.6 µV/e− and 129 e− (rms) [8], where the chip output gain and the readout noise are defined
as the conversion gain from signal charge to output voltage at the output of the chip (figure 2) and
the width of pedestal peak, respectively. We found the parasitic capacitance of the sense-node is
dominated by the capacitive coupling between a transistor layer and a buried p-well (BPW) [10,
11]. The BPW is the p-type dopant region in the sensor layer under the BOX layer (see figure 1),
which is one of the key technology of SOIPIX and is introduced as an electrical shield to suppress
the back-gate effect [7]. In XRPIX1b following XRPIX1, we decrease the area of the BPW to
14 µm square and obtained higher chip output gain of 6.2 µV/e− and better readout noise of 70 e−

(rms) [13].
In order to further increase the gain, we developed the XRPIX2b, which is the forth prototype

of the XRPIX series (figure 6). The detailed description is found in [14] and its pixel circuit is
shown in figure 2. XRPIX2b has four kinds of test element groups (TEGs) with the same pixel
circuit layout but with different BPW sizes (table 1). We obtained spectra of X-rays from an 241Am
radioisotope with the four TEGs in the frame readout mode, in which we read out analog signals
from all pixels serially. After the data reduction and analyses, the details of which are found in [8],
we obtained chip output gains and readout noises given in table 1. The examples of the spectra
(TEG–A and –C) is shown in figure 3.

We successfully increased the chip output gain and made further reduction of the readout noise
by decreasing the area of the BPW. Figure 4 shows the relationship between the BPW area and the
gain, which is fitted with a power-law function. We plot the readout noise as a function of the chip

– 2 –
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Target Specification of the Device 13

Imaging
  pixel ~ 36μm□
  area: Req. ~15x22mm2, Goal ~15x44mm2

  3side-buttable

Energy Band
  Req. 1-40 keV,  Goal 0.5-40 keV  
  Backside Illumination  Req. <1μm, Goal 0.1μm  
  Full Depletion Req. >250μm 

Spectroscopy
  ΔE :    Req. < 300eV,  Goal < 140eV @ 6keV 
  ENC:  Req. <10e-, Goal < 3e- ← Most Difficult

Time 
Resolution   < 10μsec

Max Count 
Rate

  > 2kHz / sensor 
  for observation of bright X-ray sources

same performance as CCD

new features with X-ray SOIPIX

XRPIX10

XRPIX7

XRPIX2

XRPIX2b

XRPIX3

XRPIX3b
XRPIX5b

XRPIX6H XRPIX6DXRPIX1

XRPIX1b

XRPIX4

2010 2011 2012 2013 2014 2015 2016-2017
1st Generation 2nd Generation 3rd Gen. 4th Gen.

Source 
Follower Charge Sensitive Amp.

Double 
SOI PDD SOI

X-ray SOIPIX - “XRPIX”
5th Gen.

XRPIX6E

XRPIX8

XRPIX9

Interface

Pixel Amp.

Single SOI

Analog Output Digital 
I/O

Device Structure

2018~ 2020~

36μm□ 
608×384

LAPIS Semi. 
0.2µm FD-SOI CMOS

14

XRPIX: Pixel and Readout Circuits 15

Yukumoto et al., in prep. (2024)

for X-ray. Their sensor layer thickness is typically a
few µm. A thick sensor layer of >100 µm is neces-
sary for X-ray detection with high quantum efficiency.
To overcome this situation, we have been developing
a novel CMOS pixel detector, named “XRPIX”, based30

on silicon-on-insulator (SOI) CMOS technology [12].
The SOI CMOS technology allows both a thick high-
resistivity silicon for sensor layer and a low-resistivity
silicon for high-speed circuit to coexist in a single
monolithic detector [13]. XRPIX achieves a more than35

300 µm-thick fully depleted sensor layer.
Utilizing the on-chip functionality, XRPIX incorpo-

rates a self-trigger function in each pixel [14]. Re-
stricting readout pixels to a triggering and surrounding
ones enables XRPIX to achieve a fine time resolution40

of ∼10 µsec with a high throughput of ∼1 kHz. With
this “event-driven readout” mode, XRPIX can signifi-
cantly reduce non-X-ray background applying the anti-
coincidence technique and mitigate the degree of event
pile-up for point sources.45

The event-driven readout mode of XRPIX is certainly
unique function beyond X-ray CCDs. However, with re-
gard to spectroscopic performance, XRPIX still falls be-
hind X-ray CCDs. We have recently developed XRPIX8
to improve the spectroscopic performance of XRPIX in-50

troducing a Pinned Depleted Diode (PDD) structure in
the sensor layer [15]. The PDD structure is relatively
complex compared to our previous XRPIXs and opti-
mization studies were necessary to finalize the design of
the PDD structure. We successfully found out the best55

design, achieving both the suppression of large leak-
age current and satisfactory X-ray spectroscopic perfor-
mance [16]. Here, we report a detailed study on the
spectroscopic performance of XRPIX8 with the opti-
mized PDD structure1. We also provide our post data-60

acquisition (DAQ) processing. The data was obtained
with the event-driven readout mode at −60 ◦C, the low-
est operation temperature of our intended use. This
spectroscopic performance study was performed for not
only the single-pixel events but also the all-pixel events65

including charge-sharing pixel events. Evaluation only
with single pixel events is useful for understanding ba-
sic response of pixel detectors, especially in the early
stage of the development. Actually, we have been eval-
uating our XRPIX with single pixel events. On the other70

hand, the fraction of single pixel events is typically less
than half of the total, about 20 % in our case. There-
fore, evaluation with all-pixel events including charge-
sharing pixel events is necessary to utilize all the events

1XRPIX8 has five subversions. “XRPIX8 with the optimized PDD
structure” here is specifically XRPIX8.5 in the terminology of [16].

detected.75

Section 2 gives the device description of XRPIX8 and
data format of the event-driven readout mode. Section 3
describes the post DAQ processing step by step. Sec-
tion 4 presents the details of the spectroscopic perfor-
mance of XRPIX8. Then, Section 5 discusses the causes80

limiting the current spectroscopic performance. Finally,
Section 6 summarizes this study.

2. Device and data description

The details of XRPIX8, including the PDD structure,
are given in [16]. The description here focuses on the85

pixel circuit and the format of data, which are related to
the following post-DAQ processing and spectroscopic
performance study.

Fig. 1: Pixel circuit of XRPIX8.

Fig. 1 shows the pixel circuit of XRPIX8. The pixel
circuit consists of a readout circuit and a comparator90

circuit. The readout circuit includes a charge-sensitive
amplifier (CSA) circuit to convert the charge produced
by an X-ray photon to a signal voltage and a correlated
double sampling (CDS) circuit to suppress the kT/C re-
set noise in the sense node. The comparator circuit is95

for trigger output. When the signal voltage exceeds the
trigger threshold, a digital trigger signal is output from
the comparator circuit. An exposure time is defined as
the time from when the RST CDS is turned off, starting
charge accumulation from the sense node, until the dig-100

ital trigger signal is output, and hence each event has a
different exposure time.

XRPIX8 has 96 × 96 pixels with a pixel size of
36 µm × 36 µm. When a digital trigger signal is out-
put, we read out the analog signal voltages of 8 × 8 pix-105

els centered on the triggering pixel and store them as an
event. Fig. 2 shows the pixel map of an event, in which
the x and y coordinates are named as read-X and read-
Y, respectively. The triggering pixel is placed at (read-
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PDD (Pinned Depleted Diode) Structure 16

Conventional Single SOI

• large n-well connected to the sense node to 
collect signal charge

• a large sense node capacitance (Csense)  
→ not easy to achieve low readout noise

• causes capacitive coupling and interference 
between pixel circuit and sensor layer  
→ degrade spectroscopy performance

n-well Sense node

p--p+

Insulator

CMOS circuit

Sensor layer

Pinned Depleted Diode (Kamehama+18)

• pinned p-well is formed under the interface 
of insulator and sensor layers 

• the pinned p-well suppresses  
  - interference between pixel circuit  
    and sensor layers 
  - dark current from the interface between  
    the sensor and insulator layers

• small sense node capacitance (Csense)  
→ easier to achieve low readout noise

p-well
n-well 1

n-well 2
Sense node

p--p+

Insulator

Sensor layer

CMOS circuit
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K. Negishi, T. Kohmura, K. Hagino et al. Nuclear Inst. and Methods in Physics Research, A 924 (2019) 462–467

Fig. 5. Two-dimensional map of relative detection efficiency. The left panel is a two-dimensional map of the photon count obtained when each position of the pixel is irradiated with
an X-ray beam of 2.1 keV. The right panel is 5.0 keV. We standardized the obtained photon counts with the largest counts and display it as a two dimensional map. The black dotted line
indicates the pixel boundary, and the interval is 30 μm.

Fig. 6. Two-dimensional map of the energy spectrum folded in one pixel at 5.0 keV. The histograms of red, blue, and black represent the single, double, and total pixel event, respectively.
We folded the spectrum of the whole area of Fig. 5 into one pixel. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

is the lower right area, but the deviation from the pixel center was within
about 2.6%.

Fig. 8 shows a two-dimensional map of energy resolution in FWHM
at 5.0 keV. As with the gain, we derived it from the single pixel event.
The color bar on the right side represents the magnitude of the energy
resolution, and the unit is the electron volt. It can be seen that the energy
resolution is better at the pixel center. This is also evident from Fig. 6.
The area with the highest energy resolution was the area at the center
of Fig. 8, which was 362 ± 2 eV in FWHM at 5.0 keV.

We summed up the spectra of all irradiated areas of 5.0 keV and
found the gain and energy resolution in the same condition as irradiating

X-rays to all the areas. As a result, gain was 16.774 ± 0.004 μV∕e−, and
energy resolution was 374 ± 2 eV.

4. Discussion and summary

We have been developing XRPIX for wide energy band X-ray imaging
spectroscopy from 0.5 to 40 keV. In the XRPIX3b used in this work,
the energy resolution has been improved to 350 eV by increasing the
output gain, and the readout noise is lower than XRPIX2b in order to
realize high sensitivity [10]. The detection efficiency of the back side
of XRPIX2b and the thickness of the dead layer were evaluated in the
Itou et al. [10]. In this work, we evaluated the uniformity of the relative
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Capability of event rate > 500Hz
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SIZE:W35×H85mm
◆純金表面加工◆時計台を透かし彫りにした実用性の高いアイテムです。

Imaging in Event-Driven Mode (2G / XRPIX5b) 18
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Hayashi+2018 
NIM A

Trigger delay and time resolution better than 10us using laser. 

36μm□, 608×384 pixel

Quantum Efficiency 19

Kodama+21 (NIM A)

R. Kodama, T.G. Tsuru, T. Tanaka et al. Nuclear Inst. and Methods in Physics Research, A 986 (2021) 164745

Fig. 3. X-ray spectra of single-pixel events obtained with XRPIX6E. (a) A spectrum of F-K line in the Frame readout mode. (b) Spectra of Al-K line obtained from the entire imaging
area in the Frame readout mode (red), and from the entire imaging area (blue) and Region A (green) in the Event-Driven readout mode. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. Quantum efficiency (QE) as a function of the X-ray energy evaluated in the
Frame and Event-Driven readout modes. The gray shaded area corresponds to ±1𝜎 error
of the effective thickness of the dead layer calculated from QEs in the Frame readout
mode.

4. Low-energy X-ray trigger performance in event-driven readout
mode

The physical thickness of the dead layer and the readout noise are
the main factors to limit the QEs for low-energy X-rays in the Frame
readout mode as discussed in the previous section. In the Event-Driven
readout mode, on the other hand, the trigger performance also limits
the QEs. In this section, we investigate the trigger performance for
low-energy X-rays in the Event-Driven readout mode.

4.1. Non-uniformity in count map for low-energy X-rays

We obtained counts maps of Al-K X-rays with various trigger thresh-
old voltage set into the comparator circuit as shown in Fig. 5. Even
though the entire imaging area was uniformly irradiated with X-rays,
the counts maps show gradation. As the threshold voltage is increased,
the number of detected events, i.e. triggered events, decreased in the
left region (lower column address) of the maps. Such non-uniformity
of QEs or X-ray pulse heights is not observed in the Frame readout

mode since the pedestal levels of each pixel are subtracted in the data
analysis.

The cause of the non-uniformity in the counts maps is the non-
uniformity of the pedestal voltages at the input to the comparator
circuit as described below. Assuming that an offset voltage exists at
the input to the comparator circuit, it will be triggered by a signal
voltage with the offset added to it. In order to examine the offset
voltage and its uniformity, we obtained a pedestal map as presented in
Fig. 6, where we show means of raw pulse height values of each pixel.
The measurement was performed in the Frame readout mode without
X-ray irradiation. The map indicates the pedestal level, which would
correspond to the offset of the comparator input and of the CDS output,
tends to be lower in pixels on the left-hand side. When the threshold
is set to a voltage close to incoming X-ray energy, we can expect a
situation where pixels with larger offsets fire triggers but those with
smaller offsets do not. This would be the explanation for the gradation
we observed in the counts maps (Fig. 5). The peak-to-peak variation in
the pedestal non-uniformity (Fig. 6) is ∼ 35 ADU, which corresponds to
X-ray energy of ∼ 800 eV calculated by the linear relationship between
ADU and X-ray energy (45.0 ADU∕keV) obtained from X-ray spectra.
This value is translated to ∼ 10 mV at the output from the CSA circuit
by using 1 ADU = 488 μV, the mean ionization energy per electron–hole
pair in Si (3.65 eV), and the second-stage amplifier with a gain of 1.8.

The cause of the non-uniformity of the pedestal voltages is unknown
and still under investigation at this moment. The comparator circuit
itself does not cause the non-uniformity because the non-uniformity
of the pedestal voltages is observed even in the Frame readout mode,
in which the circuit is not used. The dark current, which is evalu-
ated based on exposure-time dependence of the pedestal level, is not
the cause since the pixel-to-pixel variation of the dark current is ∼
5 𝑒−∕ms∕pixel, which is equivalent to X-ray energy of ∼ 20 eV. Here the
exposure time in the Frame readout mode is 1 ms, and the maximum
exposure time in the Event-Driven readout mode is also 1 ms. An offset
voltage in the output from the CSA circuit is considered not to cause the
non-uniformity shown in Fig. 6, because the offset should be canceled
by the CDS circuit located at the input of the comparator circuit. In
conclusion, the cause of the non-uniformity is still unknown. Although
we think that the pixel circuit is likely to be the cause of the problem,
we will examine the overall design of the XRPIX6E device, such as
peripheral circuits, wirings, and the buried wells in the sensor layer
to explore the cause.

4.2. Characterization in a limited region

In the following, we evaluate the performance of the Event-Driven
readout mode by limiting the data acquisition region to ‘‘Region A’’
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/ 28
3/15Si frame読み出し -70℃

チップ XRPIX8.5（穴あり）
エネルギー, 照射方向 6 keV, BI

温度 真空チェンバーを用いて約-70℃
駆動方法
積分時間 100 µs
Vbb, VBPW -300 V, -2.3 V

→KEKと同条件で取得したSiの特性X線の1pix event。 
　ただし、ゲイン補正は行っていない。 
　FWHMは191.1 eVとなった。

のスペクトル。 
Si, Ca, Kの特性X線と合わせたもの。

55Fe, 241Am

右のスペクトルから得た校正直線

1.7keV

3.3keV
3.7keV

5.9keV

6.5keV

13.9keV

17.8keV

XR8.5 Spectral Performance (8x8 frame mode)20

XRPIX8.5 / VBB=-300V / BI / Frame mode / Integration Time = 100us / 
8x8 pixel out of 94×94 pixels / h_onepix_event / pixel gain correction not applied

-70℃

Doi+

236eV  
 (FWHM)

Pixel gain variation 
is not corrected.

Si-K

Mn-K
Am-241

K-K

Ca-K

on-chip pattern processing : X-ray or non-X-ray
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2Dイメージの例をいくつか抜粋しました。
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代表的なイベントサンプル【Figure 7】
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Figure 4. Conceptual diagram of the hit address scanning function by the pattern processor. Here, (a) shows
the definition of the high-edge and low-edge, and (b) shows an example of the pattern-scanning process.

accept this kind of incompleteness and prioritize the simplicity of architecture. Pattern (d) makes
both flags HIGH.

3.3 Algorithm of island position and length calculation

The projected island positions and the projected island lengths are defined as the centers and
numbers of the corresponding consecutive HIGH bits in the pattern registers, respectively. Reading
out the entire pattern register serially is the simplest way, but cannot be our choice because of its
time-consuming fashion; this method would need time proportional to the number of pixels on a
side. Instead of this method, it would be much faster to detect “edges” of the consecutive HIGH
bits and obtain their addresses through an encoder; it takes time in proportional to the number of
projected islands on a side. The figure 4–(a) shows a conceptual diagram of this algorithm. In this
way, high- and low-edge addresses on the high- and low- bit sides are obtained per projected island.
The projected island position and length can be calculated as the central address and the difference
of the two edge addresses, respectively.
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Figure 9. Island length plot for single-island events depending on the type of radioisotopes. The cumulative
fraction is shown in the inset.

Table 1. Cumulative fraction of island lengths for each radioisotope.
Length 2 3 4 5

55Fe 0.904 0.999 1.00 1.00
90Sr 0.0585 0.170 0.347 0.510

i.e., the sum of the projected RA and CA lengths. Table 1 summarizes the cumulative fraction
of events up to the island lengths of 5. The distribution of the island length differs significantly
between X-ray and beta-ray events. In fact, 99.9% of the X-ray events are included within an island
length of 3, whereas only 17% of the beta-ray events are included within this length. This suggests
that we can remove the remaining 83% of the beta-ray events without discarding the most of X-ray
events when adopting LENGTH_TH = 3 in this case.

The value of LENGTH_TH to be adopted is not always “3.” For example, a larger value of
LENGTH_TH is expected to be more appropriate for detectors with a thicker depletion layer and/or
a smaller pixel size than XRPIX6E, which we have evaluated herein. This is because the signal
charge spread due to the drift in the depletion layer will become relatively larger with respect to the
pixel size. Hence, the value of LENGTH_TH should changed depending on the thickness of the
depletion layer of the detector, pixel size, and assumed background particles and their energies to
maximize the effectiveness of background rejection.
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22on-chip ADC for “digital XRPIX”
XRPIX9 equipped 
with on-chip ADC

Matsuhashi, Hagino 
ADC array

2mm × 0.75mm

Pixel Array

• We have two gain outputs. 
• Low gain  (x1) : Range 0 - 80 keV
• High gain (x4) : Range 0 - 20 keV 

where there are many astronomically  
important emission lines.

• We output pulse heights of 8×8 pixels for an X-ray event
• We perform simultaneous 8-column conversion of 8×8 pixels 

　⇒ 16 ADCs in total

Equipped with a total of 16 ADCs

• Small Size: 20 μm × 2 mm width/1ch
• Fast Conversion : 5.96 μsec
• Low Current Consumption : 125 μA / 1ADC
• Voltage Range : 0.4 - 1.5V (67 μV / LSB)

14-bit 1-stage Cyclic ADC

23on-chip ADC

Matsuhashi, Hagino +24, NIM A

Integral Non-Linearity:
　< 6 LSB (0.036 %)

Differential Non-Linearity: 
　< 0.7 LSB
　No missing code
Noise for constant voltage: 
　3 LSB (rms)

low gain
(40 μV/e)

10e
36eV

1.2e
4.3eV

5.0e
18eV

high gain
(160 μV/e)

2.5e
9.2eV

0.30e
16eV

1.2e
4.6eV

• We successfully demonstrated 300 eV FWHM at 6 keV (the energy resolution requirement) 
• The jumps in INL may be a issue for the X-ray energy calibration. 
• For the 20 keV range, the jumps are effectively reduced to 1/4 by adopting the high gain output. 
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Fig. 2. Schematic of the ADC on XRPIX9. Left panel: Each column is connected to the on-chip ADC. Each ADC is connected in 8 column cycles. Right panel: The ADC can be
connected to external signals (e.g. function generators) and sensor signals. One column has two ADCs.

INL of the on-chip ADC of XRPIX9. The INL is worse around 7000,
12,000, and 16,000 channels, with maximum values about 6 LSB (least
significant bit). As explained in detail in Section 5.1, these jump shapes
around 7000, 12,000 and 16,000 channels are caused by cyclic ADC
configuration. In X-ray energy, the INL of 6 LSB corresponds to 36 eV
using the typical conversion gain of 40 μV∕e− in the latest XRPIX. Thus,
the INL has no critical adverse effect on energy resolution of 300 eV at
6 keV.

Next, we evaluated the DNL by inputting a 2 mHz ramp wave to the
ADC. The ramp wave provides a uniform input in voltage space. Hence,
for an ideal ADC, where the step width is uniform in voltage space,
a histogram of AD outputs is a flat histogram with perfectly constant
values. On the other hand, for actual ADCs, the histogram is lower than
the ideal flat histogram at channels with narrow step widths. Since
the DNL refers to the non-uniformity of the step width in the voltage
space, the DNL can be evaluated with such histograms. Therefore, we
histogrammed AD outputs and evaluated deviations from the ideal flat
histogram. Fig. 4 shows the DNL of the on-chip ADC of XRPIX9, and it
is less than 0.7 LSB. It means that the ADC outputs all channels without
missing any channels.

Finally, we evaluated the noise of the ADC by inputting constant
voltage of 1.0 V to the ADCs. This input constant voltage contains
the noise of 1.13 ± 0.02 e− from the function generator. We evaluated
the standard deviation of each of the 16 ADC outputs. In Fig. 5, we
histogramed the standard deviation as the noise of each ADC. Fig. 5
shows that the noise of most ADCs (1𝜎) is 3 LSB, corresponding to 5 e−.
As with the INL, it indicates that the ADC-derived noise is negligible
level considering that the energy resolution is 300 eV.

4. XRPIX9 end-to-end test

We evaluated end-to-end performance. In this experiment, XRPIX9
was irradiated with X-rays from 55Feand109Cd. In this evaluation, a TEG
with the same doping and circuit configurations as the default XRPIX8
are used for evaluation [14]. XRPIX9 was cooled down to −60 ◦C in
thermostatic chamber to reduce the shot noise of the dark current. We
applied a backbias voltage of −180 V to XRPIX9 for full depletion. The
voltage of the buried p-well at the oxide interface was set to −2.5 V as
in the previous study [14]. This p-well reduces the dark current from
the interface. We irradiated X-rays from radioisotopes (55Fe and 109Cd)
on XRPIX9 and X-ray events were obtained via the on-chip ADC. The
event data were acquired only in 8 × 8 pixels located in the TEG with
default XRPIX8 condition to efficiently obtain the X-ray events.

Fig. 3. Measured INL of the ADC of XRPIX9. Though this figure shows only one ADC,
the other 15 ADCs have similar performance.

Fig. 4. Measured DNL of the ADC of XRPIX9. The DNL contains a Poisson fluctuation
of ±0.05 LSB. Though this figure shows only one ADC, the other 15 ADCs have similar
performance.

We succeeded in acquiring broadband X-ray spectra from XRPIX9
via the on-chip ADC as shown in Fig. 6. To evaluate the spectral
performance without calibrating the pixel-by-pixel gain variation, we
used only single events, in which one pixel exceeds a threshold of
1050 eV and the surrounding 3 × 3 pixels do not exceed the other
threshold of 220 eV. As the results, the energy resolution was 296 ± 4 eV

Integral Non-Linearity
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Fig. 2. Schematic of the ADC on XRPIX9. Left panel: Each column is connected to the on-chip ADC. Each ADC is connected in 8 column cycles. Right panel: The ADC can be
connected to external signals (e.g. function generators) and sensor signals. One column has two ADCs.

INL of the on-chip ADC of XRPIX9. The INL is worse around 7000,
12,000, and 16,000 channels, with maximum values about 6 LSB (least
significant bit). As explained in detail in Section 5.1, these jump shapes
around 7000, 12,000 and 16,000 channels are caused by cyclic ADC
configuration. In X-ray energy, the INL of 6 LSB corresponds to 36 eV
using the typical conversion gain of 40 μV∕e− in the latest XRPIX. Thus,
the INL has no critical adverse effect on energy resolution of 300 eV at
6 keV.

Next, we evaluated the DNL by inputting a 2 mHz ramp wave to the
ADC. The ramp wave provides a uniform input in voltage space. Hence,
for an ideal ADC, where the step width is uniform in voltage space,
a histogram of AD outputs is a flat histogram with perfectly constant
values. On the other hand, for actual ADCs, the histogram is lower than
the ideal flat histogram at channels with narrow step widths. Since
the DNL refers to the non-uniformity of the step width in the voltage
space, the DNL can be evaluated with such histograms. Therefore, we
histogrammed AD outputs and evaluated deviations from the ideal flat
histogram. Fig. 4 shows the DNL of the on-chip ADC of XRPIX9, and it
is less than 0.7 LSB. It means that the ADC outputs all channels without
missing any channels.

Finally, we evaluated the noise of the ADC by inputting constant
voltage of 1.0 V to the ADCs. This input constant voltage contains
the noise of 1.13 ± 0.02 e− from the function generator. We evaluated
the standard deviation of each of the 16 ADC outputs. In Fig. 5, we
histogramed the standard deviation as the noise of each ADC. Fig. 5
shows that the noise of most ADCs (1𝜎) is 3 LSB, corresponding to 5 e−.
As with the INL, it indicates that the ADC-derived noise is negligible
level considering that the energy resolution is 300 eV.

4. XRPIX9 end-to-end test

We evaluated end-to-end performance. In this experiment, XRPIX9
was irradiated with X-rays from 55Feand109Cd. In this evaluation, a TEG
with the same doping and circuit configurations as the default XRPIX8
are used for evaluation [14]. XRPIX9 was cooled down to −60 ◦C in
thermostatic chamber to reduce the shot noise of the dark current. We
applied a backbias voltage of −180 V to XRPIX9 for full depletion. The
voltage of the buried p-well at the oxide interface was set to −2.5 V as
in the previous study [14]. This p-well reduces the dark current from
the interface. We irradiated X-rays from radioisotopes (55Fe and 109Cd)
on XRPIX9 and X-ray events were obtained via the on-chip ADC. The
event data were acquired only in 8 × 8 pixels located in the TEG with
default XRPIX8 condition to efficiently obtain the X-ray events.

Fig. 3. Measured INL of the ADC of XRPIX9. Though this figure shows only one ADC,
the other 15 ADCs have similar performance.

Fig. 4. Measured DNL of the ADC of XRPIX9. The DNL contains a Poisson fluctuation
of ±0.05 LSB. Though this figure shows only one ADC, the other 15 ADCs have similar
performance.

We succeeded in acquiring broadband X-ray spectra from XRPIX9
via the on-chip ADC as shown in Fig. 6. To evaluate the spectral
performance without calibrating the pixel-by-pixel gain variation, we
used only single events, in which one pixel exceeds a threshold of
1050 eV and the surrounding 3 × 3 pixels do not exceed the other
threshold of 220 eV. As the results, the energy resolution was 296 ± 4 eV

Differential Non-Linearity
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Fig. 5. Histogram of the noise (1 −𝜎) in each ADC of XRPIX9.

Fig. 6. X-ray spectrum of XRPIX9 read via the on-chip ADC. Red spectrum were
obtained with 55Fe and black spectrum with 109Cd. In this spectrum, only single events
were extracted by 8 × 8 pixels.

at 5.9 keV and 366 ± 49 eV at 22.1 keV, consistent with previous studies
of 300 eV at 6 keV.

5. Discussion

5.1. Basic performance of ADCs from a perspective of astronomical obser-
vation

In X-ray astronomical observations, local INL features have a con-
siderable impact on the local spectral features such as emission and ab-
sorption lines. In Fig. 3, the INL plot has two jumps around 7000 chan-
nels and 12,000 channels. This results in multiple AD outputs for a
single energy. Thus, the energy resolution is worse around these specific
channels. Though local structures can be reduced by coadding outputs
from different ADCs in general, it is not the case for our cyclic ADC
in XRPIX9. The large jumps around 7000 and 12,000 channels are
inevitably caused by the 1.5-bit stage configuration adopted in our
cyclic ADC [17]. Alternatively, it can be handled by changing the offset
level of signal to move the jumps to energy bands where there are no
emission lines from celestial objects.

The DNL directly affects spectroscopic observations of the contin-
uous component of X-ray spectrum, commonly observed in the hard
X-ray band. Fig. 4 is equivalent to observing continuous X-ray emission
in an astronomical observation. Fig. 4 clearly shows local negative
DNLs of up to −0.7 LSB. It means that there will be artificial spectral
drops at specific channels on the X-ray spectrum. However, under
the more realistic situation, the effect of DNL would be significantly
suppressed. By considering an event-by-event fluctuation of the offset
level and assuming to extract spectra from more than eight columns,
the DNL decreases to ±0.1 LSB, as shown in Fig. 7. These results show

Fig. 7. The improved DNL under the realistic observational situation. We evaluated
the DNL averaged by 8 ADCs with signal offset fluctuations for each event.

that the performance of the DNL is not a problem for astronomical
observations.

5.2. Comparison between an external ADC and the on-chip ADC

We more quantitatively evaluated the spectral performance by com-
paring on-chip and external ADCs. All the previous studies of the
XRPIX series used an external ADC. An external ADC is installed on
the readout board. We compared the width in the standard deviation
of 5.9 keV line from 55Fe. We defined the width of an on-chip ADC
and an external ADC as 𝜎on-chip and 𝜎ext, respectively. Fig. 8 shows
a correlation between 𝜎on-chip and 𝜎ext in each pixel. From Fig. 8,
most of the pixels are distributed along 𝜎on-chip = 𝜎ext (blue line). This
result show that there is no crucial performance difference between an
external ADC and an on-chip ADC.

A more careful investigation indicates that the data points locate
slightly above the blue line. We estimated an additional noise originat-
ing from the on-chip ADC by convolving it with 𝜎ext as

𝜎on-chip =
√

𝜎2ext + 𝜎2add. (1)
Here, we assumed that all noise follows gaussian distributions. By
fitting with Eq. (1) (red line in Fig. 8), the additional noise 𝜎add was
found to be 44 ± 3 eV. To investigate whether 𝜎add is energy dependent,
a similar measurement was made at 22.1 keV and found to be 𝜎add = 58
± 7 eV. Thus, there is no clear energy dependence. The noise of ADC
of 5 e− = 18 eV described in Section 3 cannot explain this additional
noise. The cause is still unknown, but one possible cause is interference
between the on-chip ADC and other circuits. This additional noise will
be investigated more in future.

This additional noise is practically compensated by increasing the
gain of the pixel output signal. We re-evaluated the energy resolution
with the on-chip ADC by increasing the gain by a factor of 4. As a result,
the additional noise was reduced as shown in Fig. 9. Quantitatively, we
obtained an upper limit of the additional noise of 10 eV from the fitting
with Eq. (1). Here, changing the gain of the pixel signal does not change
INL and DNL. However, in the X-ray energy scale, INL decreases by 1/4
when the pixel signal increases by a factor of 4.

6. Conclusion

We developed and evaluated XRPIX9, which is the first device in
XRPIX series equipped with the on-chip cyclic ADC. We evaluated the
performance of the ADC unit by inputting external signals. We found
that the INL, DNL, and noise were 6 LSB, −0.7 LSB, and 5 e−, respec-
tively. All of these have no critical adverse effect on X-ray astronomical
observations. Also, we evaluated XRPIX9 including X-ray sensor part
as well as the on-chip ADC. We successfully obtained spectrum from
the on-chip ADC. Then, we found that the energy resolution was as
good as 294 ± 4 eV at 5.9 keV. We compared the width (1𝜎) of 5.9 keV

X-ray spectrum (low gain)
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